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ABSTRACT
Software design models play a key role in many activities of information systems engineering, such as documenting software artefacts, communicating project decisions, and code generation. In this scenario, the techniques for comparison of software design models are used for several purposes, such as, for detecting clones, and model evolution. In the last decades, academia proposed different techniques for comparing software models. Even using these different techniques for model comparison, this process is still an activity of a subjective nature, because during this process, different developers can interpret the similarity differently. Thus, the problem is that it is still unknown if developers have the same intuition in order to resolve comparison of software design models. For this, the main objective of this work is to explore the effects of their experience level regarding similarities of UML Models. The results show that the developer’s experience does not affect the understanding of similarities activities.

CCS CONCEPTS
• Software and its engineering → Model-driven software engineering; • Human-centered computing → Empirical studies in HCI;

KEYWORDS
Unified Modelling Language, UML, Software Engineering, Controlled Experiment, Information Systems

ACM Reference Format:

Permission to make digital or hard copy of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

SBS’19, May 20–24, 2019, Aracaju, Brazil
© 2019 Association for Computing Machinery.
ACM ISBN 978-1-4503-7237-4/19/05 $15.00
https://doi.org/10.1145/3330204.3330238

1 INTRODUCTION
Software design models play a key role in various on information systems [6, 9, 15, 21], such as documenting software artefacts, communicating project decisions, generating code, estimating development effort, and especially in the representation of project decisions to enhance communication among software development teams. In the context of model-driven software development, for example, developers use software models (such as UML class diagrams) as primary artefacts throughout the development process. These artefacts undergo a sequence of transformations to generate the application code. For this, these distributed development teams usually evolve and change these different parts of software design models. In this context, developers often need to identify the similarities of the changed models in parallel, as well as reconcile the parts of the models with conflicting information.

In this scenario, the similarities of software design models are used for several purposes, such as: clone detection [18], indicating if the models are clones for ensuring the true development authorship [5], identify which architectural patterns were used in the project [16]; identifying the overlaps between project models, and model composition [6] because similar elements must be identified to enable the integration of them. In particular, the term model comparison can be briefly defined as the activities that determine the correspondences between the elements of $M_A$ and $M_B$ input models. The correspondence between these elements is a relation $S$ between the elements of $M_A$ and $M_B$ that is defined as similar or equivalent.

In the last decades, state-of-the-art literature has proposed different techniques for comparing software design models. Van den Brand et al. [20] based the comparison of software design models on the correspondences between the input models $M_A$ and $M_B$. This approach assigns a unique identifier to each element of the models after receiving two input models, $M_A$ and $M_B$. Therefore, the approach identifies the differences between the elements through these identifiers. Thus, equal elements have the same identifier in both input models, and new identifiers are detected by the technique when new elements are inserted into the model, and removed elements are identified by those identifiers that are no longer present in the model. Kolovos [11] defined that the process of model comparison is a matching of semantically equivalent elements between the $M_A$ and $M_B$ input models. For this, the user defines a set of semantic rules. Then the mechanism infers what are the equivalent elements between the input models based on these rules. Kpodjedo [13] defined that the comparison of software design models comprises on calculating the degree of overall similarity between the
elements of the input models $M_A$ and $M_B$, considering syntactic and semantic aspects of the models. The general similarity degree is a value used to indicate how close the $M_A$ and $M_B$ models are.

Despite the existence of systematized methods to calculate the similarities of software design models [12], this is an activity of subjective nature. During this activity, developers with different levels of experience can interpret the similarity of software models in a different manner. Moreover, previous works already pointed the developers could comprehend software artefacts, such as a source code in a different manner [1, 2, 4, 22]. This difference could be motivated by the implicit use of intuition to establish the comprehension.

However, none of the previous studies investigated if developers interpret software artefacts with higher level of abstraction in the same manner. Therefore, it is necessary to investigate if developers level of expertise affects their interpretation. Thus, the main question this works aims to answer is "Does the developers’ experience affects on the interpretation when they compare models?"

The main objective of this work is to explore the effects of developers experience level relative to their effort and correctness, i.e., number of similar models correctly identified during the comparison of software design models. By identifying the unknown effects of the developers’ experience level in the comparison of software design models. Thus, we seek to analyze the effects of their level of experience in relation to effort, and correctness, and verify if their experience level affect on their intuition during this activity.

For this, a controlled experiment was conducted to evaluate the developer’s interpretation on similarity software design model’s activities. Specifically, developers conducted some model comparison tasks in the context of model evolution with UML class diagrams. In addition, it is analyzed if the experience of the developer impacts on the understanding of these activities. In total, 37 developers participated in this experiment. The participants were composed by academic students, and software developers professionals. Then, their experience level were varied, and this allowed us to analyze the influence of the experience of the developers in the proposed activities. This results of this experiment points that the developers’ experience does not affect the understanding of similarity of UML software models.

To investigate this problem this work is presented in six sections. Section 2 presents basic concepts about this research. Section 3 describes the related works. Section 4 describes the study methodology. Section 5 presents and discusses the results obtained regarding the research questions. Section 6 describes threats to validity. Finally, Section 7 presents the conclusion and future works.

2 MODEL COMPARISON OF SOFTWARE DESIGN MODELS

The comparison of software design models consists on evaluating the similarity between the input models $M_A$ and $M_B$. Figure 1 shows the base model $M_A$, and two subsequent evolved delta models $M_B$. In order to compare these models, literature has provided many manners to identify these differences and common points. They are usually based on match-by-name approach, or similarity values. In a match-by-name approach, attributes and class names are matched based on their names [20]. Then $M_B$ delta model would be fully similar to their source model $M_A$. This is due all class names of the both $M_B$ models match exactly to the corresponding names in $M_A$. This result would change with a similarity technique, that also computes the differences in a unique similarity value, accounting the differences of some aspects such as the relationships between elements, and their neighbors [10, 13].

![Figure 1: Examples of graphs connectivity.](image-url)

Based on the relationship differences developers may interpret that the $M_B$ model of Figure 1.2 would be more similar in relation to the $M_A$ than the model $M_B$ on Figure 1.3. This because they may apply different subjective rules to judge the similarity of models [12, 14]. For example, they may apply subjective rules that penalizes negatively the similarity value in the case of modifications that implies on disconnected components. Applying this intuitive property on the Figure 1.2 turns $M_B$ less similar in relation to $M_A$ because it generates a component that is not connected (Class1). However, in practice developers may disagree with this rule. They may argue that Figure 1.2 will maintain architecture specifications even with a disconnected component, and fewer relationships regarding $M_B$ on Figure 1.3. Therefore, others may argue that $M_B$ on Figure 1.2 would penalize more the similarity value in relation to $M_B$ on Figure 1.3 because it now has a component that its not used by the application.

3 RELATED WORKS

To the best of our knowledge, this study is the first to explore how developers comprehend the similarity between UML model’s using intuitive properties [12]. For this, this work specifically collected experimental data from 37 professionals from industry. They solved a total of 370 tasks of model similarity. This experiment is a starting point to bridge a gap concerning empirical studies about the similarity of software design models.

Empirical evidence is lacking to demonstrate if the expectations of developers meet the results of similarity techniques. Despite the importance of measuring the similarity between software design models, little have been done to produce to investigate of similarity on software design models. Ricca et al. [17] evaluated the comprehension of developers in relation to the usage of stereotypes on the UML diagrams. The diagram’s similarities were not considered during the evaluation, neither the evaluation of intuitive properties.
In contrast, this work is the first to produce a controlled experiment about similarity of software design models over the developer’s perspective. This is because earlier works focused on generally to produce empirical evidence on model composition, and the effects of improvements on the UML representation. Furthermore, the other point neglected by previous studies is that developer influence over the results was not properly discussed, i.e., studies concerned producing techniques instead on developer’s factors that can generate issues on comparison of software design models process.

The literature provided measures to analyze the comprehension of developers on software engineering tasks [17] [19]. However, these works diverged what measures to apply. Ricca et al. [17] not evaluated the time effort. This because the experiment had a time limit of two hours in which almost participants used. They also applied the precision and recall for evaluating answer’s correctness. Uesbeck et al. [19] collected the effort that developers apply to solve questions. However, they defined a time limit for respondents solving tasks. This was defined because authors were afraid that inexperienced developers may solve the tasks of the experiment. The authors also evaluated the correct answers, and for this, they analysed the output from the compiler. In contrast, this work analysed the time developers spent to solve tasks. As in the previous works, the time also is an important factor for analysing their applied effort to interpret questions. However, we did not set any time limit because the tasks developers performed were small. In addition, we also evaluated the answer’s correctness. The correctness is an important variable to corroborate their comprehension on the similarity tasks together with their effort.

To sum up, the experiments produced so far evidence a lack of empirical evidence about the model comparison research field. Moreover, this problem contributes to a lack of understanding about the effects of the developer’s interpretation has on model similarity. In particular, regarding the intuitive properties implemented in the similarity tools. Therefore, this work conducted a controlled experiment to verify whether developers comprehend the similarity of models. This experiment was a starting point to understand (1) if intuitive properties help developers understand the model similarity, and confirm if those properties are proper to implement in a comparison tool, and (2) verify if the developer’s expectations are adherent to the results of similarity.

4 STUDY METHODOLOGY

This section describes the study methodology. Section 4.1 presents the objective and research questions that are explored in our study. Section 4.2 formulates the study hypothesis. Section 4.3 discusses details about the study variables and their quantification method. Finally, Section 4.4 shows the adopted experimental design to run the controlled experiment.

4.1 Objective and Research Questions

This study investigates how software developers comprehend intuitive properties in the context of model comparison activities. We analyze if software developers expect the similarity adherent to the definitions of intuitive properties. For this, their respective levels of experience in relation to the model comparison activities.

The effort, and correctness of comparison activities were measured to evidence these differences. Thus, the objective of this study is organized in the GQM (Goal Question Method) model [3]:

- **Analyze developers experience level for the purpose of investigating the effects with respect to correctness and effort from the perspective of developers in the context of model comparison.**

In this way, we aim to investigate whether the developers’ experience level, i.e., inexperienced and experienced, has the same intuition on resolving model comparison activity. For this, their intuition is analyzed through the effort, and correctness in the context of model comparison. In addition, the level of experience is another factor that can affect the understanding of comparison activities. Therefore, the level of experience is a factor analyzed in evidence.

In this way, the research questions (RQ) are defined as follows:

- **RQ1:** What is the impact of the level of experience in the effort to identify the similarity of the models?
- **RQ2:** What is the impact of the level of experience on the correctness of model comparison?

4.2 Hypothesis Formulation

This section tries to formulate the hypotheses that aim to guide the controlled experiment. In this paper two hypotheses were formulated. Hypothesis 1 deals specifically with analyzing the effort, while hypothesis 2 analyzing the correctness.

**Hypothesis 1:** this hypothesis assumes that experienced developers compare design model in a more systematic way, since its assumed that their understanding about the process of similarity of software models are better than inexperienced ones, and implies in less effort during the activity of model comparison. That is, experienced developers do not invest more effort to identify correspondences between design models. In contrast, it is assumed that inexperienced developers tend to apply more effort when comparing software models. However, this hypothesis may not be maintained due to inexperienced developers could comprehend design models more quickly due the simplicity on dealing with design models. In addition, the size of the software design models could also improve the understanding of inexperienced developers. Based on this assertion, the hypotheses (null and alternative) are presented as follows:

- **Null Hypothesis 1** $H_{1-0}$: Experienced developers (Exp) apply the same or more effort to compare software design models than inexperienced developers (Inex).

  $H_{1-0}$: $Effort(M_A, M_B)^{Exp} \geq Effort(M_A, M_B)^{Inex}$

- **Alternative Hypothesis 1** $H_{1-1}$: Experienced developers (Exp) apply less effort to compare software design models than inexperienced developers (Inex).

  $H_{1-1}$: $Effort(M_A, M_B)^{Exp} < Effort(M_A, M_B)^{Inex}$

Thus, we seek to understand if the level of experience is critical in relation to the effort in order to identify the equivalences between elements, generating empirical evidence about the effects...
of the level of experience in model comparison activities. After performing this analysis, a first perception about the comprehensibility of the developers in the model comparison activity will be created. The next hypothesis investigates the impact of the developers’ experience level on the correctness of similarity between design models.

**Hypothesis 2**: developers may not identify the correct equivalences between software design models. This is important because subsequent activities can be negatively affected, such as the model composition. If a wrong description of commonalities and differences of software design model elements be identified before the composition process, an inconsistent model would be generated. This hypothesis assumes that experienced developers identifies with more accuracy the commonalities and differences between software design models than inexperienced developers. Therefore, the second hypothesis evaluates whether experienced developers can actually identify similar models correctly in relation to inexperienced developers in the same activity. In addition, this hypothesis assumes that high experienced developers outperform the number of identification of similar models in relation to not experienced developers. Based on this, the null and alternative hypotheses are defined as follows:

**Null Hypothesis 2** $H_{2\cdot0}$: Inexperienced developers (Inex) identify more or equal correct answers (Cor) in relation to experienced developers (Exp) during similarity of software design models activities.

$$H_{2\cdot0} : Cor(M_A,M_B)^{Inex} \geq Cor(M_A,M_B)^{Exp}$$

**Alternative Hypothesis 2** $H_{2\cdot1}$: Inexperienced developers (Inex) identify less correct answers (Cor) in relation to experienced developers (Exp) during similarity of software design models activities.

$$H_{2\cdot1} : Cor(M_A,M_B)^{Inex} < Cor(M_A,M_B)^{Exp}$$

To run the analysis of the above hypothesis some variables were defined. These variables are detailed in the next section.

### 4.3 Study Variables

The independent variable of the hypotheses 1 and 2 is the experience level of the developers, respectively. As earlier mentioned, the experience level of developers was controlled in this experiment to understand its impact on the dependent variables. The dependent variable of the first hypothesis is the effort applied by the developers to solve the similarity between two input models $M_A$ and $M_B$. This variable was measured in seconds. The dependent variable of the second hypothesis is the number of correct answers.

### 4.4 Experiment Workflow

Figure 2 shows the adopted experimental process. This process was adopted because it was already used on previous studies [8][7]. This experimental process is composed of three phases which are described below:

- **First phase: Selection and Training of Participants.** In the first step, we executed the activity invite and select the participants. In this activity, we concerned on inviting participants to execute the experiment. Candidates who had experience and involvement with modeling and development of information systems were selected to participate in the experiment. Next, in the training activity, all participants that accepted to execute the experiment were trained. This training consists on presenting to them the contextualization about how to execute the experiment, and the kind of activities they would perform. This preparation ensured that they acquired the necessary familiarity with the upcoming tasks.

- **Second phase: Experiment Execution.** The participants executed the experiment. A unique activity composes this step, i.e., Identify Similar Models. In this activity selected participants executed ten tasks of model similarity. In this questionnaire, each similarity scenery is equivalent to a question. Practitioners answered a total of ten questions. Each question required users choose one of the four delta models $M_B$. Specifically, practitioners must choose one of the $M_B$ that they judge be more similar in relation to the base model $M_A$. The models used in this study were UML class diagrams that contained about 8 classes and 7 relationships. The size of the models is due to the time limitation to perform this experiment, making it impossible for participants to solve very large models. The output of this activity is the (1) set of correct answers (Cor); (2) the time spent to perform the similarity task ($f$); and (3) the rate of correct answers ($RCor$). The questionnaire with activities they performed are available as additional material 1.

---

1 https://drive.google.com/open?id=1laOVnl1WJeSCGY14DnVYUK8yQook35P
• **Third phase: Respondents Background.** Finally, in the last step we executed the activity respond background questionnaire. In this activity, we distributed a list of questions asking information about the background of the participants. This questionnaire asked their current positions, years of experience with software modelling and development. In addition, they opined about the experiment. To sum up, they fulfilled a questionnaire about their knowledge backgrounds, and skills. The output of this activity is the transcriptions of their reports about the experiment, and qualitative data about their experience profile, and knowledge background.

5 RESULTS
This section details the results of the experiment. Section 5.1 presents an overview of the participants’ profile. Section 5.2 shows the results of the first hypothesis, that investigates the developer’s effort. Section 5.3 shows the results of the second hypothesis that investigates the developer’s correctness.

5.1 Participants Background
A total of 37 participants were recruited to perform this experiment. All participants have knowledge background related to software development, and modelling of information systems. In other words, almost all of them at least attended or actually attend in an undergraduate course related to systems analysis and development. In particular they attended on graduate courses such as computer science, development and system analysis, information systems, and computer engineering. One of the participant has a bachelor’s degree in mathematics, and another participant was enrolled on a psychology course. But both of them were involved on academic projects that required them to perform activities related to software modelling and development.

A total of 67.5% of the participants (25/37) work in the software industry, on companies such as TOTVS, SAP, INMETRO, ADP, CWI software, Correios, and PROCERGS. Their position varies from software analysts (24.3%, 9/37), software developers (35.1%, 13/37), project managers (5.04%, 2/37), and software architects (2.7%, 1/37). 32.4% (12/37) of participants are undergraduate (16/2%, 6/37), and graduate students (16/2%, 6/37) enrolled on computer science related courses, and that attended in software industry previously. 51.1% (19/37) has at least four years of experience on software development, and 48.6% (18/37) of the participants has more than five years of experience on software development. Moreover, 78.3% (29/37) of participants has until four years of experience on software modelling, and a minority (21.6%, 8/37) of participants has more than five years of experience on software modelling. However, as participants highlighted that the activity of software modelling was secondary to their daily tasks, i.e., they perform with less frequency than dealing with programming tasks, their experience level was classified according their software development experience. It was assumed that classifying their experience level according to their amount of years on software development activities is somewhat equivalent to the experience on modelling software, as they deal with software design models to plan the implementation of the software system.

5.2 RQ1: developers’ Effort

**Descriptive statistics.** A total of 370 responses were collected from 37 participants. These participants answered 10 questions. Table 1 presents the statistical description of the data related to developer’s effort. Inexperienced developers performed 190 samples of similarity activities, and while experienced developers produced 180 samples. These values are presents in column N of Table 1 specifically. The results appear show that there isn’t a group that applied less effort on comparison activity of software design models. Except the mean value (average) time, the maximum value (Max), and the standard deviation (SD) indicates that the group of experienced developers applied more effort. In particular, the maximum effort value shows that experienced developers applied a 50% more effort than inexperienced developers. Whereas, the median value points to the same direction, i.e., experienced developers dedicating more time on some similarity tasks.

**Hypothesis Testing.** Table 2 shows the results of hypothesis tests using the Mann-Whitney test. Specifically, Table 2 presents, for each question, the rank in seconds of each group, the Mann-Whitney value, and the significance value (p-value). The Mann-Whitney test showed that there was no significant difference in effort applied between inexperienced and non-experienced developers, as the overall result pointed that Mann-Whitney U = 16569.5 and p-value = 0.563, with an average effort rank of 188.29 for the group of inexperienced developers and 182.55 for experienced developers. Therefore, this test failed to reject the null hypothesis $H_1$.0.

In general, the p-values of all questions were above 0.05, demonstrating that the mean of the two groups does not have a significant difference. In question 10, the p-value of 0.061 is closer to the confidence interval of 0.05, as the average effort of the inexperienced developers was slightly lower than the average effort applied by the experienced developers.

We also applied the Kruskall-Wallis statistical test to reinforce the results presented on the the Mann Whitney U test. The Kruskall-Wallis test is a nonparametric test for independent variables, and as in the Mann Whitney U test, it is also based on the mean ranking to determine if there is a significant difference between the developers’ experience groups. The Kruskall-Wallis test is an extension of the Mann Whitney U test, as well as being designed for the same purpose, this test also evaluates two or more independent variables. Therefore, this test was used to support the results presented in Table 2.

Table 3 presents the results obtained for each question through the Kruskall-Wallis test. The Kruskal-Wallis test confirms that there
is no significant difference about the effort between experienced and inexperienced developers, since $\chi^2 = 0.334$ and $p$-value = 0.563, with an average effort rank of 188.29 in the group of inexperienced developers, and 182.55 for experienced developers in the general row of Table 3. Therefore, through this test also fails to reject the null hypothesis $H_{0 \chi^2}$. In the previous test, the $p$-value of question 10 resulted in 0.061, which was the value closest to the significance level. In this case, the Kruskal-Wallis test also pointed that there is no significant difference in effort applied between experienced and inexperienced developers, since $\chi^2 = 3.505$ and $p = 0.061$, with an average effort rank of 16.16 in the developer group and 22 for the group of experienced developers in the general row of Table 3. Finally, we also highlighted that the general results of $p$-values in Table 3 presented values practically equal to the $p$-values in Table 2, confirming the results in the Mann-Whitney U test.

5.3 RQ2: Developers Correctness

**Descriptive statistics.** Correctness specifically refers to the amount of correct answers participants produced. Thus, this descriptive analysis is based on the quantity of correct answers produced in each question. A total of 37 participants answered 10 questions about model similarity. Specifically, 18 participants were experienced developers, and 19 inexperienced developers. Table 4 presents the descriptive analysis of these data. Overall, data from the descriptive analysis point out that there is no significant difference between experienced developers and inexperienced developers in relation to the results correctness. In addition, Table 4 also indicates inexperienced developers have more correct answers compared to the experienced developers. However, this difference is not large. The mean value, shows an advantage for the inexperienced group with 1.3 higher correct answers compared to the group of experienced developers.

**Table 4: Descriptive statistics of the quantity of correct answers.**

<table>
<thead>
<tr>
<th>Questions</th>
<th>Correctness</th>
<th>Experienced</th>
<th>Inexperienced</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>18</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>Min</td>
<td>10</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>25th</td>
<td>12</td>
<td>13.25</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>13</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>75th</td>
<td>14</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Max</td>
<td>16</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>13.1</td>
<td>14.4</td>
<td></td>
</tr>
<tr>
<td>Standard Deviation (SD)</td>
<td>1.73</td>
<td>1.86</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3 shows the number of correct answers per question according to the developers’ experience. Experienced developers achieved more correct answers on questions 6 and 10 in relation to...
inexperienced developers. Inexperienced developers achieved more correct answers in general, but without a significant difference. Thus, the inexperienced developers had a superior performance in 8 questions. This points that experienced developer neglects the simplest activities.

Figure 3: Quantity correct answers by question.

**Hypothesis Testing.** The chi-square test was chosen to test Hypothesis 2. This test fulfilled the two main requirements for analyzing this hypothesis: (1) the data are categorical and nominal, that is, the response is defined as correct or incorrect; (2) the two variables consist of two independent groups (Experienced and Inexperienced Developers). Specifically, this test verifies if the developer experience level (experienced / inexperienced) is significantly associated with the type of response (correct or incorrect). Thus, there are two nominal variables being evaluated: developer category (experienced / not experienced) and the answer type (correct or incorrect). Data are significantly associated when p-value < 0.05. It is possible to note that the general result of the chi-square test in Table 5 shows that \( \chi^2 = 2.2178 \), and p-value = 0.1364. This data points that there is no statistically significant association between the developer experience category and the response type, that is, developers experience has no influence on the amount of correct answers. Specifically, the p-value = 0.1334 is above the significance value of 0.05, and therefore the null hypothesis \( H_2 = 0 \) is not rejected.

It is also possible to associate that, where p-values are equal to 1 in Table 5, the questions correspond with the proximity of correctness between experienced and inexperienced developers in Figure 3.

We also applied Fisher’s test in this hypothesis. Basically, this test is also suitable for this type of test, i.e., for categorical and independent variables. But the main reason for this test being used is to reinforce the values presented in the previous test. In the Fisher test, the data were also significantly associated when p-value < 0.05. Table 6 shows the p-values obtained in this test. The general evaluation of the questions points out a p-value = 0.1362, i.e., this test also points out that there is no association between the developer experience category and the response type. Therefore, the null hypothesis \( H_2 = 0 \) is not rejected because the p-value is above 0.05.

### 6 TREATS TO VALIDITY

This study presents a series of threats to validity. For this, some measures were taken in order to guarantee the validity, and the reproducibility of this work. Therefore, the internal threats, external threats, statistical conclusion threats, and threats to experiment were treated specifically.

**Internal validity.** In this kind of study is usual to validate the inferences between the independent variable and the dependent variables are valid internally. This study presents a valid inference because the study meets all three requirements for internal validity. These requirements are: (1) the temporal precedence criteria was met, i.e., the participants experience influences the similarity effort, and correctness; (2) the covariation observed, i.e., the correct answers rate of the comparison between the models varied according to the participants experience; and (3) there is no extra cause for the detected covariation.

**External validity.** External validity refers to the validity of the results obtained in other wider contexts. For replicating this study is necessary that: (1) the participants must be able to make comparisons between models to carry out the activities of the questionnaire, as well as (2) know the concepts and UML notation, such as UML class diagrams, (3) comparison must be implemented to identify the
evolution of software models based on the addition, and deletion of class relationships, and (4) models must be small.

**Conclusion validity.** To validate the statistical conclusion it was checked whether the dependent and independent variables have been subjected to appropriate statistical methods. These methods are useful to analyze whether the experiment variables covariables or not. For this, it was verified that the sample data has normal distribution, through the Kolmogorov-Smirnov and Anderson-Darling tests.

**Experiment validity.** The validity of the experiment aims to verify whether we are really measuring what we think are measuring. The dependent variable was quantified based on seconds number to perform each question, and the concept of correct answers rate, and comprehension rate is well-known in the literature; the quantification was done accurately by the authors, i.e., the variables were properly evaluated since it was found that the data collected were in agreement with the hypothesis according the study objectives; and different types of similarity tools can produce different results, but in this experiment participants did not used any different version of similarity tool. Therefore the treatment was the same for all participants.

7 CONCLUSION

This research sought to investigate if the developers experience level influence on the comprehension on the similarity of software design models. Therefore, a controlled experiment was conducted to evaluate the understanding of the developers in the activities of comparison of software design models. Activities all of which were elaborated respecting the intuitive properties. Then the understanding was investigated through the analysis of the effort and correctness applied in the activities of comparison of software design models, and in addition, if there is influence of their experience level in the understanding of these activities. Therefore, two hypotheses were elaborated to analyse the effort and correctness respectivly. Moreover, this work mitigate factors that can affect the comprehension of developers during the development and modelling of information systems. Information systems are usually complex to understand, then integrating their features requires the appropriated identification of different and overlapping parts by developers.

The main conclusions regarding the two hypotheses formulated were: (1) The developers experience does not influence the effort in the comparison of software design models, (2) nor does it influence the quantity of correct answers. Thus, although the difference in experience level, developers have a common understanding on UML software design models, even in a similarity calculation activity, that is a complex task. Finally, this controlled experiment contributed specifically to how the factor of the developer’s experience affects understanding; and also in relation to the importance of empirical studies in the area of software development to investigate the developers capability of interpretation, as well as, the importance of higher abstraction languages on the comprehension of software developers. Further research will focus on replicate this study with more participants aiming to increase and improve the significance of obtained results.
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