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Abstract: Context : The field of software-development effort estimation explores ways of defining effort through prediction
approaches. Even though this field has a crucial impact on budgeting and project planning in industry, the number of works
classifying and examining currently available approaches is still small. Objective: This article, therefore, presents a comprehen-
sive overview of these approaches, and pinpoints research gaps, challenges, and trends. Method : A systematic mapping of the
literature was designed and performed based on well-established practical guidelines. In total, 120 primary studies were selected,
analyzed and categorized, after applying a careful filtering process from a sample of 3,746 candidate studies to answer six
research questions. Results: Over 70% of the selected studies adopted multiple effort estimation approaches; over 45% adopted
evaluation research as research method; over 90% of the participants were students, rather than professionals; most studies had
their quality assessed as high, and were most commonly published in journals. Conclusions: Our study benefits practitioners and
researchers by providing a body of knowledge about the current literature, serving as a starting point for upcoming studies. This
article reports challenges worth investigating, regarding the use of cognitive load and team interaction.

1 Introduction

The estimation of effort development can be briefly defined as a set
of tasks that should be performed to create estimates, which are usu-
ally expressed in terms of hours or money [1–4]. Many approaches
of effort estimation were proposed in the past few decades, mainly to
support managers and developers while performing software devel-
opment tasks. Planning Poker [5], COCOMO [6], Delphi [7], and
multi-objective software effort estimation [18] would be examples
of these approaches, which are often used by project managers to
elaborate budget, forecast iteration plans, and define project plans.

Even though estimating effort has a crucial impact on budget-
ing and project planning in industry, it is still an open question.
This means that practitioners and researchers do not have an effec-
tive and widely adopted approach. Consequently, they still need to
select one approach, among currently available approaches, that best
fits their needs. If an estimation approach does not fit their needs,
then the adoption of this approach becomes questionable in realistic
scenarios.

In this sense, researchers and practitioners need to survey the
current literature, being an inherently manual, error-prone task.
Moreover, works classifying and examining the literature are still
scarce. They end up not having a mapping of the literature consid-
ering recent works. As a result, some important questions remain
without answers: Which cost-drivers have been most commonly
used? What are the most commonly used research methods? Which
research issues have been investigated more frequently? Who par-
ticipates in the studies? How can the current studies be qualitatively
assessed? Where have the current studies been published?

Recent literature reviews aim to gather findings about: (1) a new
view on best practices in model-based effort estimation [8]; (2) a
basis for the improvement of software estimation research [9]; (3)
a summary of estimation knowledge through a review of surveys
on software effort estimation [P30]; and (4) an extensive review of
studies on the expert-judgment-based estimation of software devel-
opment effort [P31]. Although the results introduced by these studies
reveal the maturity of particular topics related to software develop-
ment effort estimation, they do not provide a systematic map of the
literature, and draw some research directions and trends. Instead,
they focus on specific facets about effort estimation, such as cost
estimation based on expert judgment.

This article, therefore, presents a comprehensive overview and
understanding of the literature (Section 4), as well as pinpoints
research gaps, challenges, and trends (Section 5). A systematic
mapping of the literature was designed and performed based on well-
established practical guidelines [9–12]. In total, 120 primary studies
were selected, analyzed and categorized after applying a careful fil-
tering process from a sample of 3,767 studies to answer six research
questions. We chose systematic mapping study as research method to
address our research questions because of some reasons. First, it pro-
vides a wide overview of a research area and establishes if empirical
evidence exists on a topic, and if this evidence is (or can be) quan-
tified. Second, it summarizes the current literature and highlights
some challenges and directions that can be explored in upcoming
studies. Third, it discusses which research topics still require an
in-depth analysis and synthesis [13–17].

The main contributions of our article are: (1) a body of knowledge
through a systematic map about the current literature, which serves
as a starting point for future works of Ph.D. students, and encourages
researchers to explore some promising challenges; (2) a review pro-
tocol that can be reused in future research; and (3) a comprehensive
overview and quality assessment of the current studies. In addition,
this article reduces the learning curve and bias to perform upcoming
literature reviews, and uncovers when and where the most represen-
tative studies have been published. It also shows how such studies
are distributed over the last years.

The remainder of the paper is organized as follows: Section 2
introduces our review protocol. Section 3 explains the adopted pro-
cedures to filter potentially relevant studies, and Section 4 presents
the obtained results. Section 5 introduces discussions and draws
some future directions. Section 6 introduces the adopted procedures
to minimize threats to validity. Section 7 compares this study with
the current literature. Finally, Section 8 presents some concluding
remarks and future work.

2 Planning

This section aims to outline our review protocol. Figure 1 intro-
duces the adopted systematic mapping process, which is formed by
three phases composed by a set of activities and artifacts, including
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Fig. 1: The systematic mapping process used in our study (adapted from [20]).

planning phase (Section 2), conduction phase (Section 3) and report-
ing phase (Section 4 and Section 5). This protocol addresses steps,
claimed as essential in [17, 19, 20], to plan and create a system-
atic mapping of the literature. Moreover, our study protocol is based
on previously validated systematic mapping studies [11, 60–62].
This article makes use of systematic mapping study as methodol-
ogy because it minimizes bias when compared to single literature
reviews, thus getting more reliable findings [22]. Mapping study
does not only discuss the findings obtained, but also seeks to
properly describe all activities required to run the review as a whole.

2.1 Objective and research questions

The objective of this work is to provide an overview of the litera-
ture by classifying currently available articles, pinpointing gaps, and
promising research directions for further investigation. In addition,
we perform a meta-analysis by presenting a quantitative synthesis of
results produced from different studies. Lau et al. [51] emphasize
that this meta-analysis by combining information from “different
studies can increase statistical power and provide answers that no
single study can give” [51]. For this, we seek to analyze the lit-
erature concerning the following variables: cost-drivers that were
used more frequently, research methods used to evaluate the stud-
ies, research issues addressed, participants, quality assessment and
research venue. With this in mind, we state the objective of our study
based on the GQM template [49] as follows:

Analyze the current literature
for the purpose of investigating its state

with respect to used cost-drivers, research methods, research
issues, participants, quality assessment, and research venue

from the perspective of researchers and practitioners
in the context of effort estimation.

To properly address this objective, we define six research ques-
tions (RQs), which are presented in Table 1, along with their
motivations and explored variables. Petersen et al. [19] mention that
the RQs of systematic mapping studies should be generic so that
research trends over time, and topics covered in the literature can be
identified. For this reason, these RQs are generic so that a literature
overview can be created.

2.2 Search strategy

After defining the research questions, the next step was to determine
a search strategy. For this, we followed the well-known empirical
guidelines discussed in [14, 17, 19, 23] so that an unbiased and itera-
tive search strategy could be elaborated. Our focus was the definition
of search strings, which were fundamental to select a list of represen-
tative studies of the current literature. Table 2 shows the key terms
and alternative terms of the search strings. These terms were deter-
mined after a careful review of the most commonly used keywords
in the selected articles.

Steps to define our search strings. We adopted the following
aspects to define our search string:

1. Specify the main keywords;
2. Define alternative words, synonyms or related terms to chief
keywords;
3. Check if the major keywords are contained in the articles;
4. Associated synonyms, alternative words or terms related to the
main keywords with the Boolean ”OR”; and
5. Link the major terms with Boolean ”AND”.

Several combinations of such search terms were formulated and
applied to four electronic databases, which are listed in Table 3. The
combinations that produced the most significant results are presented
as follows:

(Software OR Application OR Product) AND
(Effort OR Cost OR Pricing OR Time) AND

(Estimation OR Evaluation OR Measurement OR Judgment) AND
(Development OR Maintenance OR Evolution) AND

(Prediction OR Effort) AND
(Project OR Productivity)

The next step was to define where the current literature would be
retrieved (i.e., the source of information). Table 3 shows four elec-
tronic databases that were used to retrieve works. These databases
were chosen because of their elevated number of studies stored.
Moreover, they have been widely used in previous systematic map-
ping studies [10, 60–62].

2.3 Exclusion and inclusion criteria

This section aims to establish criteria to exclude and include candi-
date studies retrieved from the selected electronic databases showed
in Table 3. The following Exclusion Criteria (EC) were used to
discard works that:

• EC1: The title, abstract or even their content was not closely
related to our search string, however without any semantic interplay;
• EC2: Were not published in English, were patent, or might be
considered as an initial stage, typically represented by abstract and
summary;
• EC3: No similarity with the research theme, or even the focal aim
was completely contrary to the purpose of the issues addressed in the
research questions;
• EC4: No aspect of the research questions was found in the
abstract;
• EC5: It was a duplicate; and
• EC6: It did not address issues about effort estimation.

Reasons for choosing the exclusion criteria. These exclusion
criteria were chosen because some reasons. First, it would not make
any sense to consider studies without any semantic relation with
the subject of effort estimation, just because the search string has
matched with its title or abstract (EC1). Second, early-stage studies
would contribute not so much to create an overview of the area, as
well as generate important findings in this study. On the contrary,
they could misrepresent the creation of an overview of the literature,
the definition of trends and gaps (EC2). Third, we believe that work
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Table 1 Research questions that were investigated in this article.

Research Question Motivation Variable

RQ1: Which cost-drivers have been Determine which the main concepts are, study models and researches applied Used
most commonly used? in the software industry, and survey the state-of-the-art approaches. cost-drivers

RQ2: What are the most commonly used research methods? Reveal which research methods have been most commonly used in practice. Research method

RQ3: Which research issues have been Reveal which issues have been explored in the last decades. Research issue
investigated more frequently? considering effort estimation.

RQ4: Who participates in the studies? Understand who often participates in studies about effort estimation. Study participant

RQ5: How can the current studies be Evaluate the literature concerning qualitative issues. Quality
qualitatively assessed? assessment

RQ6: Where have the studies been published? Elicit the target venues used to disclose the results. Research venue

Table 2 A description of the major terms and their synonyms.

Main Term Alternative Terms

Software Application, Product, Project
Effort Cost, Pricing, Time
Estimation Evaluation, Measurement, Judgment
Development Maintenance, Evolution, Productivity

Table 3 List of the selected electronic databases.

Source Electronic Address

ACM DL dl.acm.org
IEEE Xplore ieeexplore.ieee.org/Xplore/home.jsp
Science Direct www.sciencedirect.com
Scopus www.scopus.com

that was not minimally related to research questions could not con-
tribute to effectively answer the research questions explored (EC3).
Fourth, if the abstract of an article did not present any aspect of
investigations explored by the research questions, then it would not
make sense to consider it (EC4). Fifth, it would not make sense to
consider investigating duplicate studies (EC5), or not addressing the
subject of effort estimation (EC6). More importantly, these exclu-
sion criteria have already been validated in previous studies, such
as [10, 21, 50, 60].

Application of the exclusion criteria. The exclusion criteria
were applied by the authors manually, since this application requires
the understanding of the surveyed articles as a whole. The process of
applying the criteria was performed following an iterative and incre-
mental process. The exclusion of an article was always based on the
authors’ consensus, so that bias might be minimized. To this end,
two review cycles were performed to avoid any unwanted removal
of articles. Moreover, we describe the adopted criteria to include the
candidate works in our sample, which were retrieved from the elec-
tronic databases, into our list of selected studies (Section 3). The
Inclusion Criteria (IC) are presented as follows:

• IC1: Academic works (i.e., articles, surveys, papers, master and
doctoral thesis) aimed to propose cost-drivers, report empirical
results or survey;
• IC2: Works written, published or disseminated in English;
• IC3: Works found in scientific journals, conferences, research
groups’web page or educational institutions; and
• IC4: Studies published from January 2000 until December 2016.

2.4 Data extraction

This section explains how we extracted data from the selected stud-
ies, which are presented in Section 3. The data extraction procedures
consist of reading each selected study carefully and storing the
extracted data in a spreadsheet. For this, the data extraction form,
shown in Figure 2, was used. This form is based on well-validated

one found in [21]. It served as a template for easing the data syn-
thesis, enabled us to carefully obtain data and generate qualitative
indicators, as well as plot evidence about the formulated research
questions (Table 1). The data extraction generates numerical values,
nominal or ordinal data, which were crucial for any attempt to create
a snapshot of the current literature. Table 4 presents the classification
scheme used to extract data from the selected works.

Fig. 2: An illustrative form to extract data from the selected studies.

In RQ1, each study was reviewed and classified as multiple cost-
drivers, COCOMO, use case point, story point, function point or
other. In consideration of the research method used (RQ2), we
used an existing classification of research approaches, proposed by
Wieringa et al. [57]. Recent studies (e.g., [19, 58]) also used this clas-
sification scheme for the same purpose. Our research classification
scheme considers the following research methods (based on [19]):

• Evaluation research: Studies sketching a particular problem,
proposing a solution and conducting an empirical analysis, so that
the benefits and drawbacks can be drawn.
• Philosophical papers: Studies looking for proposing a taxonomy
or conceptual framework as a way of sketching a new way of looking
at existing approaches about cost-drivers.
• Experience papers: Studies reporting the personal perception of
the author on the use of a particular cost-driver. Usually, these studies
explain on what and how something has been done in practice.
• Opinion papers: Studies reporting the personal opinion of some-
body regarding the quality of cost-drivers. This evaluation does not
take into account related works or research methodologies.
• Solution proposal: Studies proposing a solution for a particular
problem, being the solution either novel or a significant extension of
previous ones. Petersen et al. [19] highlight small examples are typi-
cally used to demonstrate the potential benefits and the applicability
of the proposed solution.
• Validation research: Studies explored are novel, but have not
yet been implemented and used in production. These studies refer,
for example, experiments, i.e., work done in the lab [19], to test
prototypes. Usually, it evaluates an early sample, model, or release
of a technique, and serves as a first step to measure the proposed
technique, and acts as an initiative to be replicated or learned from.
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The RQ3 addresses research issues explored in the selected stud-
ies, including effort estimation, effort prediction, cost prediction,
expert judgment, empirical studies, and cost estimation. The term
cost estimation refers to the usage of empirical models based on
experience, represented as historical results in a database, or math-
ematical formulas to calculate the effort to be employed in the
execution of a development task. On the other hand, the term cost
prediction refers to the usage of mathematical models to exclusively
achieve an effort measure. Note that in cost prediction, experience is
not taken into account. However, the values of environmental vari-
ables can be considered in the prediction, and if they are changed,
they may present different results. The RQ4 tries to reveal who
are the participants, considering two categories students and pro-
fessionals. The RQ5 classifies the studies in terms of their quality,
such as high, medium and low. We explain how this classification is
computed in Section 2.5.

Table 4 The used classification scheme to extract data.

Research Variable Answers

Question

RQ1 Used Multiple cost-drivers, COCOMO,
cost-drivers use case point, function point,

story point or other
RQ2 Research method Evaluation research,

used philosophical papers,
experience papers,
opinion papers,
solution proposal,
validation research

RQ3 Research issue Effort estimation, effort prediction,
cost prediction, expert judgment,
empirical studies, cost estimation,
function point

RQ4 Study participant Student, professional
RQ5 Quality assessment High, medium, low

2.5 Quality assessment

The form shown in Table 5 was elaborated to qualitatively assess the
selected studies. This assessment form enables us to examine some
key quality issues, thereby classifying the selected studies in terms
of quality. In total, six quality issues are determined. Each one has a
specific purpose and score, as follows: (i) aspects and objectives (4
points); (ii) context definition (2 points); (iii) experimental design (2
points); (iv) data analysis techniques (4 points); (v) threats to validity
(4 points); and (vi) conclusions (4 points). The studies that counted
less than 10 points, from 10 to 15 points, and more than 15 points
were classified as low, medium and high quality, respectively.

This quality assessment form was elaborated based on previously
ones, available in [21, 24, 25, 27–30]. The entries of the form can
be justified by explaining the reasons to explore these issues. The
first issue seeks to understand the objectives and definition of scope.
For this, we evaluate if the research objectives are clearly defined
and motivated. Additionally, we check if the research questions,
hypotheses or theories are properly stated.

Second, it explains about the context definition. We are concerned
on investigating if the context in which the explored studies were run
is properly delineated, and the experimental procedures are care-
fully stated. Third, this issue addresses the experimental design.
We evaluate whether the experimental design is aligned with the
study objective. In addition, we check if researches participated in
the study. If so, we verify how they were allocated to experimental
groups. Note that if experimental design is not properly addressed,
then all planning of a study to meet specified objectives can be
compromised. Fourth, we investigate if the study describes the data
analysis procedures adopted, and reports significance levels, effect
sizes and power of statistical tests applied.

Furthermore, we examine if a statistical method used is proper
to the collected data quality. Fifth, we also concern on checking if
threats to validity of the collected data were identified and mitigated
appropriately. In our last issue, we assess if the results are clearly

demonstrated, if conclusions are also properly stated and supported
by the collected data. Moreover, we analyze if the study authors
discuss the interplay between the research questions and findings.

3 Study Filtering

This section describes how the conduction phase (Figure 1) of our
study was performed. For this, we introduce the process applied
to filter candidate studies. This filtering is formed by nine steps,
in which the exclusion criteria are applied. Figure 3 illustrates the
results obtained in each step. Each step of the study filtering process
is described as follows:

• Step 1: Initial search. Bring together the initial results, after sub-
mitting the search string to the electronic databases (Table 3). In
total, 3,746 candidate studies were retrieved.
• Step 2: Impurity removal (EC1 & EC2). We then applied two
exclusion criteria, EC1 and EC2, to remove impurities. After apply-
ing EC1 and EC2 (described in Section 2.3) to the primary studies,
some were thrown away due to the absence of any semantic interplay
of their title, abstract or even contents with regards to the subject
investigated in our article (i.e., out of scope). In addition, studies
that were not written in English were also discarded. In total, 1,263
studies (33.72%) remained for the next step while 66.28% (i.e.,
2,483 works) were removed. Examples of these works that were
retrieved would be call for papers of conferences, special issues of
journals, patent specifications, research reports and no peer reviewed
materials.
• Step 3: Filter by similarity (EC3). This step removed all studies
that did not have similarity with our search string. For this, 72.05%
(910 of 1,263) of the studies were filtered.
• Step 4: Filter by abstract (EC4). This step examined 910 studies
based on their abstract. In total, 79.67% (725 of 910) of the arti-
cles were filtered. It was possible to remove studies whose content
was not closely related to the key issues addressed by our research
questions.
• Step 5: Combination. The remaining studies were brought
together to produce a sample of 725 candidate studies.
• Step 6: Duplicate removal (EC5). Usually, a study can be found
in several digital libraries. Thus, we applied EC5 to remove all dupli-
cates, thereby ensuring the uniqueness of each study: 48.68% (353
of 725) were filtered.
• Step 7: Study addition by heuristic. Although the search mech-
anisms (Table 3) are widely recognized, some works may not be
retrieved. Thus, we inserted certain studies manually to our primary
studies to mitigate this threat. We added 21 studies by applying
heuristics and a snowballing process [47], producing a sample of 374
studies (i.e., 5.95% added). We reviewed the DBLP of some authors,
and the references and citations of the articles themselves.
• Step 8: Filter by full text (EC6). After reading the full text of
the remaining 374 studies, 33.42% were filtered by applying the
EC6, excluding studies whose the contents were away from the
expected issues on effort estimation and closely related to our RQs.
The following rules were applied to support our filtering process:
� Rule 1: Articles whose content was related to the theme of effort
estimation, but was not applied to the area of software engineering.
Although they have been identified by our search string, their content
is not within the scope of this work.
� Rule 2: Articles of literature review were removed and tried as
related works.
� Rule 3: Articles whose size was small (up to 2 pages) were also
filtered.
� Rule 4: Articles that were not directly aligned with the purpose of
our article (Section 2.1). That is, we filtered all articles that were met
by our search strings, but their content was not closely related to the
purpose of this article.
• Step 9: Representative work selection. By exploring the remain-
ing 125 studies, we observed that some were technically similar,
i.e., studies produced based on previous ones, and their contribu-
tions were closely related. Thus, 96% were selected. Finally, 120
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Table 5 The quality assessment form (based on [21, 24–26])

Criterion Quality (Max: 20 points)

1. Aspects and Objectives Total: 4 points
1.1. Are the research objectives clearly defined? If the objectives are defined (Add 1 point)
1.2. Is the study properly motivated? If the reasons are properly explained (Add 1 point)
1.3. Are the research questions defined? If the research questions are defined (Add 1 point)
1.4. Does the study define hypotheses and theories? If the hypotheses are presented and explained (Add 1 point)

2. Context Definition Total: 2 points
2.1. Does the study describe the sample and experimental steps? If the sample and experimental steps are properly presented (Add 1 point)
2.2. Does the study explain the context? If the experimental context is outlined (Add 1 point)

3. Experimental Design Total: 2 points
3.1. Do the authors explain the design research? If the experimental design is explained (Add 1 point)
3.2. Do the authors define and describe all treatments? If the treatments are described (Add 1 point)

4. Data Analysis Techniques Total: 4 points
4.1. Does the study explain their choices and describe the data If the choices and data analysis procedures are described (Add 1 point)
analysis procedures?
4.2 Does the study report significance levels, effect sizes and power of tests? If there is a significant explanation (Add 1 point)
4.3. Does the study have sufficient data to execute the validation process? If there is the sufficient data to analyze (Add 1 point)
4.4. Does the statistical test provide support for the assessment If the descriptive statistics are reported (Add 1 point)
to the collected data quality?

5. Threats to Validity Total: 4 points
5.1. Is the relationship between researchers and participants with If the relationship is considered (Add 1 point)
the experiment execution considered?
5.2. Do the authors explain the implications results over the users? If the implications are explained (Add 1 point)
5.3. Do the participants receive training properly? If the training is presented (Add 1 point)
5.4. The threats to validity were discussed by the authors? If the threats to validity are presented (Add 1 point)

6. Conclusions Total: 4 points
6.1. Do the authors present results clearly? If the results are properly presented (Add 1 point)
6.2. Do the authors present conclusions clearly? If the study concludes and indicates new research avenues (Add 1 point)
6.3. Are the conclusions supported by the collected data? If the conclusions are extracted from data results (Add 1 point)
6.4. Do the authors discuss the interplay between the research If there is interplay between research questions and conclusions (Add 1 point)
questions and the results?

Fig. 3: The selected studies throughout the filtering process.

works were selected as the most representative ones, hereinafter
called primary studies (presented in Appendix A).

Figure 4 shows the stratification of the obtained results from
the search. To mitigate issues related the reliability of the filter-
ing process, three review cycles were performed to discuss quality
issues and avoid false positives/negatives, which might appear due to
improper application of the inclusion/exclusion criteria. The authors
were fully involved in each filtering step, which lasted six months
so that the articles might be selected and classified, two months to
extract data, and by about five months for writing and reviewing this
mapping study.

Furthermore, the authors were always available to discuss the cor-
rect application of the selection and evaluation criteria. Therefore,
we believe that all these aspects provided a careful selection process,
contributing to create a common sense about the quality, and form
representative situations where all authors might inquire the quality
of the candidate articles up front. Table 13 (in Appendix B) shows
the final punctuation of the primary studies evaluated in our work.
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Fig. 4: Search stratification based on the electronic databases used.

4 Study results

4.1 RQ1: Which cost-drivers have been most commonly
used?

The RQ1 aims to reveal the cost-drivers that have been often used.
Table 6 shows the results related to the RQ1. The main feature is
that most studies (71.67%, 86/120) use multiple cost-drivers rather
than priorite a specific one. Examples of these cost-drivers would be:
COCOMO (Constructive Cost Model), effort correlation, function
point ([P120, P119]) and use case point (e.g., [P25, P26], [8, 24, 31–
36]). The collected data also suggest that COCOMO (Constructive
Cost Model) is the second most-used cost-driver (11.66%, 14/120).
A lower amount of primary studies (2.50%, 3/120) has applied use
case or story point to estimate development effort and (1.67%, 2/120)
primary studies used function point. Additionally, we highlight that
some studies (12.5%, 15/120) aim to apply statistical methods to
predict effort, including regression multivariate analysis [37], evo-
lutionary computing [38–41], Bayesian Belief Network [42], error
rate variation, fuzzy logic and linear regression [43, 44]. To address
the problem of estimating effort based on a particular cost-driver,
multimodal estimation mechanisms might be proposed in upcoming
studies to eliminate the weakness of relying on one data source or
information in unimodal estimation approach.

Table 6 The cost-drivers that have been most commonly used (RQ1).

Answers Amount Percentage List of primary studies

Multiple 86 71.67% [P02], [P04], [P05], [P06], [P07],
cost-drivers [P08], [P10], [P11], [P12], [P13],

[P14], [P15], [P16], [P17], [P18],
[P19], [P21], [P22], [P23], [P25],
[P27], [P28], [P29], [P30], [P34],
[P36], [P37], [P39], [P40], [P41],
[P43], [P45], [P50], [P51], [P52],
[P53], [P54], [P55], [P56], [P58],
[P59], [P64], [P65], [P69], [P70],
[P72], [P73], [P74], [P76], [P78],
[P79], [P82], [P83], [P84], [P85],
[P86], [P87], [P89], [P90], [P91]
[P92], [P93], [P94], [P95], [P96]
[P97], [P98], [P100], [P101],
[P102], [P103], [P104], [P105],
[P106], [P107], [P108], [P109],
[P110], [P111], [P112], [P113],
[P114], [P115], [P116], [P117],
[P118]

COCOMO 14 11.66% [P20], [P24], [P26], [P31], [P32],
[P33], [P38], [P44], [P46], [P47],
[P48], [P49], [P60], [P66]

Use case or 3 2.50% [P35], [P88], [P99]
story point
Function point 2 1.67% [P119], [P120]
Others 15 12.50% [P01], [P03], [P09], [P42], [P57],

[P61], [P62], [P63], [P67], [P68],
[P71], [P75], [P77], [P80], [P81]

4.2 RQ2: What are the most commonly used research
methods?

The RQ2 seeks to reveal the most commonly used research meth-
ods in the primary studies. For this, the classification scheme, shown
in Table 4, was used, and Table 7 shows the obtained data. In
total, most primary studies (45.83%, 55/120) focused on performing
evaluation research, while 19.17% (23/120) produced philosophi-
cal papers. Together, experience and opinion papers computed a
total of (24.17%, 29/120). While experience papers report authors’
personal experience about how specific practices have taken in
practice, opinion papers do not rely on related work and research
methodologies. Finally, solution proposal and validation research
received little attention, registering (7.50%, 9/120) and (3.33%,
4/120) respectively.

Although some works performed evaluation research, the experi-
mental design of the studies were not similar. This means that these
studies, and their results, may not be comparable. Therefore, their
collected results cannot be generalizable. It would be very important
if a case study could be performed in several companies. This repli-
cation of the study in different contexts will generate results with a
greater degree of confidence. An insightful recommendation to the
community would be to produce new studies — or even previous
ones — based on the methods already used in the primary studies
so that the results can be comparable. This replication of the study
in different contexts will generate results with a greater degree of
confidence.

Table 7 The research method used by primary studies (RQ2).

Answers Amount Percentage List of primary studies

Evaluation 55 45.83% [P01], [P02], [P11], [P12], [P15],
research [P19], [P20], [P25], [P27], [P28],

[P26], [P37], [P34], [P43], [P52],
[P53], [P54], [P55], [P56], [P59],
[P62], [P64], [P68], [P69], [P71],
[P72], [P75], [P78], [P82], [P83],
[P84], [P85], [P86], [P87], [P88]
[P92], [P93], [P94], [P95], [P96]
[P97], [P98], [P99], [P100], [P101]
[P102], [P103], [P105], [P106],
[P108], [P109], [P110], [P114],
[P119], [P120]

Philosophical 23 19.17% [P17], [P29], [P30], [P31], [P32],
papers [P38], [P42], [P47], [P48], [P57],

[P58], [P73], [P76], [P77], [P80],
[P81], [P89], [P90], [P104], [P107],
[P111], [P117], [P118]

Experience 17 14.17% [P09], [P13], [P24], [P35], [P36],
papers [P40], [P41], [P44], [P49], [P61],

[P66], [P67], [P74], [P112], [P113],
[P115], [P116],

Opinion 12 10% [P10], [P14], [P18], [P23], [P33],
papers [P39], [P45], [P51], [P60], [P63],

[P65], [P70],
Solution 9 7.50% [P04], [P05], [P06], [P07], [P21],
proposal [P22], [P46], [P79], [P91]
Validation 4 3.33% [P03], [P08], [P16], [P50]
research

4.3 RQ3: Which research issues have been investigated
more frequently?

The RQ3 focuses on investigating the research topics that have been
most explored in the current literature. Table 8 depicts the obtained
data regarding the RQ3. Six research issues were explored. First,
most primary studies focused on research topics related to effort
estimation (68.33%, 82/120). Effort prediction is the second most
explored issue (10.84%, 13/120). This category explores studies that
use cost-drivers to predict effort to be invested in software devel-
opment tasks. For example, Briand et al. [45] pointed out that the
ordinary least-squares regression presented the best results, com-
pared to the other approaches. Expert judgment and cost prediction
registered 5.83% (7/120) and 4.16% (5/120) respectively. Finally,
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empirical studies (3.34%, 4/120), cost estimation (5.83%, 7/120) and
function point (1.67%, 2/120) registered four studies for each ones,
respectively.

We identified that seven research topics were commonly explored
(effort estimation, effort prediction, cost prediction, expert judg-
ment, and empirical studies). This means that the estimation of
project’s effort through approaches still remains a constant con-
cern in software engineering community, being explored through
various perspectives. We also perceived that although the subject
of effort estimation has been widely explored in recent decades, it
still remains widely current and required by industry. The need for
accurate effort estimations for agile projects, for example, is one
of the most critical issues in the software industry, where software
requirements are increasingly volatile.

Moreover, an in-depth analysis of results about empirical stud-
ies like case studies might also be done. Typically, case studies are
run to explore characteristics (e.g., profiles of development team)
or phenomena (e.g., a fact observed in agile practices) related to
effort estimation in its real-life context in a specific time space. Such
estimation-influencing phenomena and characteristics may be hard
to clearly distinguish from its environment. This means that the pro-
duced empirical results ending up being hard to be applied in other
contexts, making it difficult to produce accurate estimates.

The primary studies classified as effort prediction used predic-
tors, with a set of data, to guess at some random value that is not part
of an initial dataset. As prediction is a part of statistical analysis,
some statistical techniques were perceived in our primary studies,
including regression analysis and its facets, such as linear regression,
logistic regression, and Poisson regression. In general, these stud-
ies, supported by predictive inference, sought to generate knowledge
from previous projects, so that new estimates might be produced.
The primary studies classified as effort estimation made use of esti-
mators, along with data, to guess at a parameter. These studies also
had knowledgeable persons in a particular area generated estimates
based on their experience, or even inductive and deductive reasoning.
For example, Brown [7] proposed the Delphi method as an approach
for defining expert-judgment-based predictions in a controlled way.
Thus, an interesting research direction would be to explore a match-
ing between intuitive probability curves generated by experts, and
prediction elaborated from statistical inference.

Table 8 The investigated research topics (RQ3).

Answers Amount Percentage List of primary studies

Effort 82 68.33% [P01], [P02], [P03], [P05], [P07],
estimation [P09], [P10], [P11], [P12], [P13],

[P14], [P15], [P17], [P18], [P19],
[P20], [P21], [P22], [P23], [P24],
[P27], [P28], [P30], [P31], [P32],
[P33], [P36], [P37], [P38], [P39],
[P40], [P41], [P43], [P44], [P45],
[P49], [P50], [P51], [P57], [P58],
[P60], [P61], [P64], [P67], [P69],
[P70], [P72], [P74], [P76], [P77],
[P78], [P79], [P82], [P83], [P85],
[P86], [P87], [P88], [P89], [P91],
[P92], [P93], [P94], [P95], [P96],
[P98], [P99], [P100], [P101],
[P102], [P103], [P104], [P106],
[P107], [P108], [P110], [P112],
[P113], [P115], [P116], [P117],
[P118]

Effort 13 10.84% [P04], [P08], [P53], [P55], [P59],
prediction [P65], [P68], [P75], [P80], [P81],

[P84], [P90], [P97]
Cost Prediction 5 4.16% [P06], [P26], [P29], [P47], [P71]
Expert judgment 7 5.83% [P34], [P42], [P46], [P48], [P52],

[P63], [P54],
Empirical studies 4 3.34% [P16], [P25], [P35], [P62],
Cost Estimation 7 5.83% [P56], [P66], [P73], [P105],

[P109],
[P111], [P114]

Function Point 2 1.67% [P119], [P120],

4.4 RQ4: Who participates in the studies?

The RQ4 aims to investigate who has participated in the primary
studies. Table 9 shows the data related to the RQ4. The main result
is that students (or researchers) are the most common participants
in the primary studies (91.67%, 110/120), while practitioners par-
ticipate in a reduced number of studies (8.33%, 10/120). Although
researchers recognize the value of students in empirical studies [46],
the presence of professionals in effort estimation studies is criti-
cal to produce realistic findings. If results are produced considering
students only, then it is questionable to apply such empirical knowl-
edge in practice where time is tight and is predominantly formed by
professionals, rather than beginners.

Table 9 Participants of the primary studies (RQ4).

Answers Amount Percentage List of primary studies

Student 110 91.67% [P01], [P02], [P03], [P04], [P05],
[P06], [P07], [P08], [P09], [P10],
[P11], [P12], [P13], [P14], [P15],
[P16], [P17], [P18], [P19], [P21],
[P22], [P23], [P24], [P25], [P26],
[P27], [P28], [P29], [P30], [P31],
[P32], [P34], [P37], [P39], [P40],
[P41], [P42], [P43], [P44], [P45],
[P47], [P48], [P49], [P50], [P51],
[P52], [P53], [P54], [P55], [P56],
[P57], [P58], [P59], [P60], [P61],
[P62], [P63], [P64], [P65], [P67],
[P68], [P69], [P70], [P71], [P72],
[P73], [P74], [P75], [P76], [P77],
[P78], [P79], [P80], [P81], [P82],
[P83], [P84], [P85], [P86], [P87],
[P88], [P89], [P90], [P91], [P92],
[P93], [P94], [P95], [P96], [P97],
[P98], [P99], [P100], [P101],
[P102], [P103], [P104], [P105],
[P106], [P107], [P108], [P109],
[P111], [P114], [P115], [P116],
[P117], [P118], [P119], [P120]

Professional 10 8.33% [P20], [P33], [P35], [P36], [P38],
[P46], [P66]. [P110], [P112], [P113]

4.5 RQ5: How can the current studies be qualitatively
assessed?

The RQ5 seeks to assess the primary studies in terms of quality. For
this, we elaborated a quality assessment form present in Table 5.
Each study was evaluated according to the issues presented in this
form. As previously cited in Section 2.5, we used this quality assess-
ment form because it has been validated in previous studies, such
as [21, 24–26]. Table 10 presents the obtained results regarding the
quality level of the primary studies. In part, this result shows the
maturity of the research area by presenting a quantitative synthesis
of the obtained results after aggregating information from the dif-
ferent studies. Lau et al. [51] argue that this quantitative synthesis,
named as meta-analysis, can increase statistical power, as well as
supply answers that no single study can give [51].

The main finding is that most primary studies presented high qual-
ity (62.5%, 75/120), while a minor part presented a medium quality
(33.33%, 40/120) or a low quality (4.17%, 5/120). The studies that
counted less than 10 points, from 10 to 15 points, and more than 15
points were classified as low, medium and high quality, respectively.
While Table 10 shows the overall results of qualitative analysis,
Table 13 (in Appendix B) presents all data.

4.6 RQ6: Where have the current studies been published?

This section seeks to explore the major point of the RQ6, i.e., reveal
where the primary studies are being published over the years. We
classified the primary studies based on the publication year, type
of publication (i.e., journal, conference and workshop papers) and
the amount of studies published by year. Figure 5 presents the data
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Table 10 Classification of the primary studies (RQ5).

Answers Amount Percentage List of primary studies

High 75 62.5% [P01], [P02], [P03], [P04], [P05],
[P08], [P09], [P10], [P11], [P12],
[P13], [P14], [P16], [P17], [P18],
[P20], [P23], [P24], [P25], [P28],
[P29], [P30], [P31], [P32], [P37],
[P39], [P43], [P49], [P51], [P54],
[P56], [P57], [P58], [P61], [P62],
[P64], [P67], [P68], [P69], [P70],
[P71], [P72], [P73], [P74], [P75],
[P76], [P77], [P80], [P81], [P82],
[P83], [P84], [P87], [P88], [P89],
[P90], [P91], [P92], [P93], [P94],
[P95], [P96], [P99], [P100],
[P101], [P102], [P103], [P104],
[P105], [P107], [P108], [P111],
[P116], [P119], [P120]

Medium 40 33.33% [P06], [P07], [P15], [P19], [P21],
[P22], [P27], [P33], [P34], [P35],
[P36], [P38], [P41], [P42], [P44],
[P45], [P46], [P47], [P50], [P52],
[P53], [P55], [P60], [P63], [P65],
[P66], [P78], [P79], [P85], [P86],
[P97], [P98], [P106], [P109],
[P112], [P113], [P114], [P115],
[P117], [P118]

Low 5 4.17% [P26], [P40], [P48], [P59], [P110]

obtained on these points. This distribution of the primary studies
over the years helps to create a panoramic view of the current lit-
erature in terms of time. We noted that, although effort estimation is
not a recent area of research, the number of published articles con-
tinues to grow. This result demonstrates that this area of research is
very active.

Table 12 presents the main research venue where the primary
studies were published. We can note that the Journal of Systems and
Software is the vehicle where the articles have been most published
(13.34%, 16/120). The Journal Information and Software Technol-
ogy registered (5.83% 7/120), followed by IEEE Software with
(4.17%, 5/120). The collected data suggest that there is no predomi-
nant vehicle in which researchers have prioritized the publication of
their articles. On the contrary, we observed a great heterogeneity in
relation to the place of publication.

5 Discussion and future directions

This section presents discussions about the collected data by inves-
tigating which are the most explored research topics over the years,
and pinpointing who are the researchers who have most published
articles. Moreover, we introduce some future directions about the
use of cognitive load, and domain, human and team factors in effort
estimation.

Most explored research topics. We also seek to understand
which research topics are being explored and how the primary stud-
ies have been published over the years. For this, we organize our
primary studies through three dimensions of their data using a Bub-
ble chart shown in Figure 6. Each Bubble has a triplet (t1, t2, t3)
of obtained data, where t1 represents the research topic explored,
t2 is the publication year, and t3 consists of the amount of studies
exploring a particular research topic. This chart enables us to under-
stand, based on quantitative evidence, in which research topics the
community has put more attention. The results suggest that effort
estimation is the area most explored over the years, while works
aimed at empirical studies are still scarce.

Most active researchers. We seek to identify the researchers
who have most contributed to the field of effort estimation in the
last years. For this, Table 11 shows the number of publications by
author. Emilia Mendes and Magne Jorgensen has been the most
active researchers with 20 and 17 publications. Ali Idri and Alain
Abran were the third most active researcher with 14 publications.

Cognitive Load. Recent studies have used the measure of cog-
nitive load as a base to calculate the performance of developers

Table 11 Amount of publications by author.

Author Quantity Percentage

Emilia Mendes 20/120 16.67%
Magne Jorgensen 17/120 14.16%
Ali Idri 14/120 11.66%
Alain Abran 14/120 11.66%
Ricardo Britto 9/120 7.50%
Tayana Conte 4/120 3.33%
Martin J. Shepperd 3/120 2.50%
Stein Grimstad 3/120 2.50%
Kjetil Molokken-Ostvold 3/120 2.50%

on software-development tasks [52, 54]. According to Fritz and
Muller, cognitive load refers to the cognitive effort that develop-
ers should apply to perform a development task [52, 53]. Today, we
have learned from previous studies [52, 53, 55, 56] that the effort
that developers invest to do a development task can be narrowly
related to the cognitive load realized by them. This means that the
higher measures of cognitive effort, the lower performance of devel-
opers [54]. Unfortunately, the studies fail short to usage the cognitive
load of developers to estimate effort; rather, the current works have
neglected the use of cognitive data to predict temporal effort. Future
works might investigate the relation of the developers’ cognitive load
and the required temporal effort to properly carry out development
tasks. For example, linear regression modeling might be used to
explore the overall associations between cognition factors and types
of development tasks.

In addition, identifying human, organizational and technical fac-
tors that are related to increased cognitive load would be another
relevant work. We conjecture that the level of artifact abstraction,
the degree of task complexity, organizational culture, and time con-
straints can influence cognitive activities and, consequently, produc-
tivity. However, there is no empirical evidence that actually tests this
hypothesis; it is not even known to what extent such factors could
influence estimates if this hypothesis was confirmed. Moreover, the
development of innovative estimation approaches for recommending
tasks according to their cognitive load would also be a signifi-
cant contribution. Specifically, smart estimation approaches might
be created to recommend development tasks (e.g., testing, coding
and modeling) based on machine learning techniques, such as deep
learning. These new approaches could recommend complex tasks
for people who are likely to have to spend a low cognitive load to do
those tasks, thereby reducing the likelihood that estimates will not
be met.

Domain, human and team factors matter to effort estimates.
The team definition is a pivotal task in software development as
teams should properly interact with each other to achieve certain
levels of productivity. If collaborative teams are not created, then
productivity-favoring situations cannot often be experienced. Hence,
effort estimation approaches tend not to be effective; no matter how
good they are. This means that effective productivity situations need
to be properly sized and considered when estimating development
costs, which are related to factors not previously considered in the
current literature, such as domain, human and team factors. When
we try to understand how such factors together could influence the
practice of estimating effort, no reasonable line of reasoning can be
proposed or even found in the literature.

In this sense, a promising research direction would be to propose
a prediction model that could determine estimates by (i) considering
the configurations and profiles of software-development teams cre-
ated, as well as (ii) suggesting team configurations that could achieve
a greater number of high-quality interactions. Still, none of the pri-
mary studies considered the combination of domain, human and
team factors — e.g., application domains, implementation platforms,
emotional states, gender, individual and group interest, development
methodologies, cultural issues, and interaction patterns — and their
relationships with effective estimates. Therefore, we believe that
domain, human, and team factors are essential for developing more
realistic effort estimates.
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Fig. 5: Distribution of the primary studies over the years (based on [13]) (RQ6).

Fig. 6: Distribution of the primary studies based the explored
research topics over the years.

6 Threats to validity

Several factors may become a threat to validity of our results. For
example, the difficulty to establish a precise relationship between
the different kinds of research techniques (while some are based on
empirical studies, the others are on statistical studies), identify the
feature scope (i.e., detailed or generic) to assure the completeness
and precision of the public domain databases and search engines
among other aspects [47]. In this sense, we analyzed some threats
related to internal, construct and conclusion validity.

Internal validity. It was identified two major threats. First, it
was the difficulty in establishing a relationship between the surveyed
techniques due to the various existing concepts (e.g., empirical and
statistics). This thread was characterized as heterogeneous aspects,
which exist between the evaluated techniques. We realized a careful
analysis to identify the common features. Next, it was the difficulty
to identify the scope of each primary study. To mitigate these threats,
we looked for understanding each technique, and then classifying

them. The filtering process was performed three times to avoid any
bias. All primary studies are listed in Appendix A. In an attempt to
ensure that the process of selection of primary studies was as unbi-
ased as possible, it was organized the selection of primary studies
as a multi-phase activity, documenting the reasons for the inclu-
sion or exclusion of these and which were the selection criteria, as
previously described in Section 2.

Constructor validity. Incorrect classification and deletion of rel-
evant articles are two imminent threats in reviewing the literature.
We try to minimize this problem by establishing a review proto-
col, with well-defined and auditable inclusion and exclusion criteria.
Moreover, we have observed other articles not to adopt the good
practices highlighted.

Conclusion validity. This threat is strictly related to problems
that can affect the reliability of our conclusions. We note that the arti-
cle selection process may have been influenced by our interests with
the study results, as well as our experience in estimating effort in
realistic projects. To overcome this problem, inclusion and exclusion
criteria were defined to minimize the risk of bias in the selection and
filtering process. In addition, the authors have always been aware of
possible personal influences. Therefore, this bias was always mon-
itored to reduce negative impacts on the results. Another threat is
related to the classification of the works. When conflicting or dubi-
ous classifications were found, the authors conducted a collaborative
evaluation to reach consensus. In addition, the formulation of search
strings is also a process in which some threats can occur, since it
is not possible to completely avoid that some specific term has not
been considered, simply because the authors do not know any rele-
vant synonym. Finally, all conclusions in this article were made after
collecting the results avoiding any possibility of the error rate [47].

7 Related work

The current studies put a huge attention on running empirical studies
to produce evidence-based knowledge, and using purely statistical
methods to predict effort. However, little has been done to create a
systematic map of the published studies in the last decade.

IET Research Journals, pp. 1–14
© The Institution of Engineering and Technology 2015 9

Auto-generated PDF by ReView IET Software

manuscript-SEN-2018-5334.R4.pdf MainDocument IET Review Copy Only 10



Table 12 Main research venue where the primary studies have been published.
Venue Description List of primary studies

Journal of Systems and Software [P04], [P05], [P06], [P13],
[P20], [P28], [P31], [P37],
[P42], [P58], [P67], [P71],
[P82], [P83], [P89], [P116]

Information and Software Technology [P09], [P10], [P12], [P69],
[P80], [P81], [P90], [P119]

IEEE Software [P01], [P08], [P45], [P51],
[P110]

IEEE Trans. on Software Engineering [P03], [P23], [P29], [P53],
[P111]

Int. Conf. on Global Software Engineering [P16], [P17], [P40], [P49]
Int. Symp. on Emp. Software Engineering and Measurement [P21], [P32], [P47], [P55]
Int. Conf. on Predictive Models and Data Analytics in SE [P78], [P79]
IWSM-MENSURA [P44], [P57], [P02], [P112],

[P115]
ACM Trans. on Software Engineering and Methodology [P70], [P77]
ACM International Conference [P94], [P97]
Int. Conf. on Evaluation and Assessment in SE [P73], [P74], [P76]
Int. Conf. on Software Engineering [P60], [P64]
Int. Symp. on Empirical Software Engineering [P30], [P63], [P86]
Journal of Software [P48]
Int. Conf. on Software Process and Product Measurement [P07]
ACM Symposium on Applied Computing [P75]
ACM on Hypertext and hypermedia [P59]
Applied Soft Computing [P68]
Computational Engineering in Systems Applications [P46]
Decision Support Systems [P14]
International Conference on Machine Vision [P50]
Frontiers in Education Conference [P35]
Int. Conference on Control and Automation [P33]
IET Software [P38], [P88], [P95], [P99]
Int. Journal of Soft. Eng. and Knowledge Engineering [P52]
Innovations in Soft. Eng. Conference [P62]
Int. Conf. on Information Syst. and Design of Communication [P26]
India Software Engineering Conference [P61]
Int. Conference on Quality Software [P41]
Research, Innovation, and Vision for the Future [P24]
Int. Conference on Software and System Processes [P66]
Int. Software Metrics Symposium [P39]
Journal of Computing and Information Technology [P25]
Symposium on Information and Communication Technology [P65]
Software, Telecommunications and Computer Networks [P22]
Australian Software Eng. Conf. [P36]
XP Workshops 2014 [P87]
ICGSE [P85], [P11], [P18]
ENASE 2016 [P27], [P72]
ENASE 2015 [P56]
ICEIS [P34]
ICSE [P92]
ISCBI [P100]
IJCTA [P102]
ICGSE 2016 [P93]
SWQD 2016 [P84], [P101]
SNPD 2015 [P54]
Int. Journal of Intell. Systems 31 [P43]
Journal of Web Engineering 8 [P96]
SEAA 2016 [P19]
Artificial Intell. Research 4 [P15]
Procedia Computer Science 89 [P91]
Proceedings - Int. Comp. Soft. and Applications Conference 2 [P98]
ICRITO 2016 [P103]
ICWE’06 [P104]
WMSCI 2006 [P105]
ICCS [P106]
PROMISE’14 [P107], [P118]
IEE Proceedings - Software [P108], [P120]
Journal on Information and Management [P109]
SEW [P113]
ASWEC [P114]
EASE’15 [P117]

Jorgensen and Halkjelsvik [P13] carried out empirical studies to
understand how change requests of development tasks can impact
on the effort estimation to complete them. The authors defined some
change requests and then encouraged the participants to implement
them. The results highlight that (1) such requests should be discour-
aged, and (2) the pessimistic estimation should be prioritized. The
authors performed four studies, which followed well-detailed guide-
lines. The result indicated that the use of tool support reduced by
about 30% to 40% compared with traditional methods. This study
did not evaluate, for example, whether the experiment was per-
formed within a desired time, the goal was to check the variance
between the two techniques. These results were confirmed in another
study available in [48].

Koch and Mitlohner [59] showed that the iterative and incre-
mental models produced better results compared to other models,
such as KLOC (Kilo Lines Of Code), Functions Points Analysis,
and COCOMO II (Constructive Cost Model). They claim that this

type of iteration has been improperly applied to control incremen-
tal development. The research presents an analytic and quantitative
framework that assessing the application of incremental approaches
and details the impacts on the effort of software development. In the
empirical study, the authors developed several techniques to predict
the amount of interactions considered ideal for effort estimation in
software-development projects. For this reason, these scenarios were
detailed and served as a model for the new experiments, and many
features were tested as context variables, such as deliveries versus
team size, estimate of more elaborated models for further analysis,
since the objective was to increase the scope of research and eval-
uate the impact of agile methodologies over other methodologies.
The idea of the authors was to further explore the incremental devel-
opment techniques and the iteration with other techniques widely
used.

Brito et al. [P16] developed an additional study about effort esti-
mation in the context of agile methodologies in a global scale. The
estimated effort is a project management activity that is required
for running software projects. Despite its importance, there have
been few published studies (e.g., [P71]) on such activities within the
overall context of agile software development. Moreover, the global
development challenges (e.g., different cultures and time zones)
were considered important factors. It was found that many chal-
lenges that affect the accuracy of estimates of efforts were reported
by the participants, and among the chief aspects might be cited: prob-
lems regarding the definition of software requirements and technical
communication among those involved, and in many cases can harm
or help in the project success. In this research, it was detected a lack
of categorization of information, just the collected data were saved
and evaluated in general terms, rather than considering the detailed
context. The results did not present statistic qualifiers, and were not
compared to other results studied, since this topic research has been
developed by other researchers previously.

Peixoto et al. [P17] demonstrated that in the global software-
development context, the effort estimation played a very important
role for reducing costs. The authors highlight that it is possi-
ble to construct models that analyze existing resources in global
software-development projects.

Rosa et al. [P20] replicated an experiment to estimate effort,
featuring the project on development attributes and performing com-
pared to a number of similar projects. The evaluation was performed
by comparing of several case studies with particular emphasis on the
parameterization of properties. The experiment was applied to 59
ERP (Enterprise Resource Planning) systems, and the obtained esti-
mated efforts were compared to the expected results always showing
the best results, with an average estimate error of 24% less com-
pared to a real effort. It was noted in this study the absence of
analysis and stratification of the collected data. If the stratification
was made beforehand, the final results would be more qualified
and detailed, providing many possibilities to overcome these and
result in a richer and broader context. The area of cost effort estima-
tion in software development has a significant amount of techniques
and concepts already tested and validated. These techniques are
commonly applied in the productive environment in the software
industry. The academic communities in recent years have researched
and improved several other techniques, which are being evaluated in
a production environment. After reading the articles selected were
highlighted some gaps described as follows.

8 Conclusions and future work

This article presented a systematic mapping study about effort esti-
mation. We established a careful research protocol by precisely
defining the objective, research questions, search strategy, exclu-
sion and inclusion criteria, data extraction and quality assessment.
In total, 120 studies were filtered from a list of 3,746 studies, which
were initially retrieved from four widely known electronic databases.
The collected results indicate that: (i) multiple effort estimation
approaches are more frequently used than just one; (ii) the experi-
mental procedures adopted are not carefully classified or detailed;
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(iii) over 90% of the studies had students the most common partic-
ipants in their empirical evaluation; (iv) most studies analyzed had
their quality assessed as high; and (v) most studies were published
in journal.

Some recommendations for future research would be to: increase
the breadth of the analysis of the primary studies (Appendix A);
refine research about basic software effort estimation issues; con-
duct a systematic literature review to scrutinize best practices related
to specific estimation approaches, technologies, or tools by bring-
ing together information from comparative analysis; run new review
studies considering our initial sample of primary studies to ensure
that results are based on best-quality evidence; identify a set of rel-
evant properties, which can be used to catalog and classify public
databases; refine the list of primary studies by searching manually
for more candidate studies, since completeness matters; elaborate
new estimation approaches based on fine-grained project properties
and supported by machine learning techniques; and carry out more
empirical studies to evaluate the estimation approaches, based on
expert estimation (e.g., Planning Poker and Delphi), formal estima-
tion model (e.g., COCOMO), multi-objective software effort esti-
mation (e.g., [18]), in real-world settings. In addition, we understand
that the use of robust baselines for effort estimation is a practice to
be explored in future research, as recently recommended by Sarro
and Petrozziello [63]. Still, empirical studies need to be replicated
under different technical and cultural settings so that results may be
evaluated in terms of their generalization.

Finally, we hope that the results discussed throughout this study
can encourage researchers and practitioners to close the gaps
described. In addition, this work can be the first step for a more
ambitious agenda on how to advance the current literature on effort
estimation.
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Table 13 Results of the quality assessment
Id Q1 Q2 Q3 Q6 Q5 Q6 Total Score

P01 3,0 2,0 2,0 3,5 3,5 4,0 18 High
P02 3,0 2,0 2,0 3,5 3,5 4,0 18 High
P03 3,5 2,0 2,0 4,0 4,0 4,0 19,5 High
P04 3,0 2,0 1,5 3,0 3,5 3,5 16,5 High
P05 3,0 2,0 2,0 4,0 3,5 4,0 18,5 High
P06 3,0 1,5 2,0 2,5 3,0 3,0 15 Medium
P07 3,5 1,5 1,0 2,5 3,0 3,0 14,5 Medium
P08 3,5 2,0 2,0 4,0 4,0 3,5 19 High
P09 3,5 2,0 2,0 4,0 4,0 4,0 19,5 High
P10 3,5 2,0 2,0 4,0 3,5 3,5 18,5 High
P11 3,5 2,0 2,0 3,5 3,5 4,0 18,5 High
P12 4,0 2,0 2,0 3,5 4,0 4,0 19,5 High
P13 3,0 1,5 2,0 3,0 4,0 3,5 17 High
P14 3,0 1,5 2,0 3,5 3,5 3,5 17 High
P15 3,0 2,0 2,0 2,5 2,5 2,5 14,5 Medium
P16 4,0 1,5 2,0 4,0 4,0 4,0 19,5 High
P17 3,0 2,0 1,5 3,0 3,5 3,5 16,5 High
P18 3,0 2,0 2,0 3,5 3,5 4,0 18 High
P19 3,0 2,0 2,0 2,5 2,5 2,5 14,5 Medium
P20 3,5 2,0 2,0 4,0 3,5 4,0 19 High
P21 2,5 2,0 2,0 2,0 3,0 3,0 14,5 Medium
P22 2,0 1,5 2,0 3,0 2,5 3,5 14,5 Medium
P23 4,0 2,0 2,0 4,0 4,0 4,0 20 High
P24 3,0 2,0 1,5 3,5 4,0 3,5 17,5 High
P25 3,5 2,0 2,0 3,5 3,5 3,5 18 High
P26 2,0 1,0 1,0 2,0 2,0 2,0 10 Low
P27 3,0 2,0 2,0 3,0 2,5 3,0 15,5 Medium
P28 4,0 2,0 2,0 3,5 4,0 4,0 19,5 High
P29 4,0 2,0 2,0 4,0 4,0 4,0 20 High
P30 3,0 2,0 2,0 3,5 3,0 3,5 17 High
P31 4,0 2,0 2,0 4,0 4,0 4,0 20 High
P32 3,5 2,0 2,0 3,5 3,5 3,5 18 High
P33 2,5 1,0 2,0 3,5 3,0 3,0 15 Medium
P34 4,0 2,0 2,0 3,5 4,0 4,0 19,5 Medium
P35 3,5 2,0 2,0 2,5 2,5 2,5 15 Medium
P36 2,5 1,5 2,0 2,5 3,0 3,0 14,5 Medium
P37 4,0 2,0 2,0 3,5 3,5 3,5 18,5 High
P38 3,0 2,0 2,0 2,5 3,0 2,5 15 Medium
P39 3,5 2,0 2,0 4,0 3,5 3,5 18,5 High
P40 2,0 1,0 1,0 2,0 1,5 1,5 9 Low
P41 2,5 2,0 2,0 2,5 3,0 3,0 15 Medium
P42 3,0 1,5 2,0 2,5 3,0 3,0 15 Medium
P43 3,0 2,0 2,0 3,5 3,5 4,0 18 High
P44 3,5 2,0 2,0 2,5 2,5 2,5 15 Medium
P45 2,5 2,0 2,0 2,5 2,5 3,5 15 Medium
P46 3,0 2,5 2,0 2,5 2,5 2,5 15 Medium
P47 2,5 2,0 2,0 3,0 3,0 2,5 15 Medium
P48 2,0 1,0 1,0 1,5 1,5 2,0 9 Low
P49 3,5 2,0 2,0 4,0 4,0 3,0 18,5 High
P50 2,5 2,0 2,0 3,0 2,5 3,0 15 Medium
P51 3,5 2,5 2,0 3,5 3,0 3,0 17,5 High
P52 3,5 2,0 2,0 2,5 2,5 2,5 15 Medium
P53 3,0 2,0 2,0 2,5 2,5 3,0 15 Medium
P54 4,0 2,0 2,0 4,0 3,5 4,0 19,5 High
P55 2,0 2,0 2,0 3,0 3,0 3,0 15 Medium
P56 4,0 2,0 2,0 3,5 4,0 4,0 19,5 High
P57 4,0 2,0 2,0 4,0 4,0 4,0 20 High
P58 4,0 2,0 2,0 4,0 4,0 4,0 20 High
P59 2,0 1,0 1,0 1,5 1,5 2,0 9 Low
P60 3,0 2,0 2,0 3,0 2,0 3,0 15 Medium
P61 3,5 2,0 2,0 4,0 3,0 3,5 18 High
P62 3,5 2,0 2,0 3,5 3,5 3,5 18 High
P63 2,5 2,0 2,0 3,0 3,0 2,5 15 Medium
P64 3,5 2,0 2,5 3,5 3,5 3,0 18 High
P65 2,5 2,0 2,0 3,0 3,0 2,5 15 Medium
P66 2,5 2,0 2,0 3,0 3,0 2,5 15 Medium
P67 4,0 2,0 2,0 4,0 3,5 4,0 19,5 High
P68 4,0 2,0 2,0 4,0 4,0 4,0 20 High
P69 4,0 2,0 2,0 4,0 3,0 4,0 19 High
P70 3,5 2,0 2,0 3,5 4,0 4,0 19 High
P71 4,0 2,0 2,0 3,5 4,0 4,0 19,5 High
P72 4,0 2,0 2,0 3,5 3,5 4,0 19 High
P73 3,5 2,0 2,0 4,0 3,5 3,0 18 High
P74 3,5 2,5 2,5 3,0 3,5 3,5 18,5 High
P75 3,5 2,0 2,0 4,0 3,5 4,0 19 High
P76 3,5 2,0 2,0 3,5 3,5 3,5 18 High
P77 4,0 2,0 2,0 4,0 4,0 4,0 20 High
P78 2,0 2,0 2,0 3,0 3,0 3,0 15 Medium
P79 2,5 2,0 2,0 2,5 3,0 3,0 15 Medium
P80 4,0 2,0 2,0 4,0 4,0 4,0 20 High
P81 4,0 2,0 2,0 3,5 4,0 4,0 19,5 High
P82 4,0 2,0 2,0 3,5 3,5 4,0 19 High
P83 4,0 2,0 2,0 3,5 3,0 3,5 18,5 High
P84 4,0 2,0 2,0 3,5 4,0 4,0 19,5 High
P85 2,0 2,0 2,0 3,0 3,0 3,0 15 Medium
P86 2,0 2,0 2,0 2,5 3,0 3,0 14,5 Medium
P87 4,0 2,0 2,0 3,0 4,0 4,0 19 High
P88 4,0 2,0 2,0 3,5 3,5 4,0 19 High
P89 4,0 2,0 2,0 3,5 4,0 4,0 19,5 High
P90 4,0 2,0 2,0 4,0 3,0 4,0 19 High
P91 3,5 2,0 2,0 3,5 3,5 3,5 18 High
P92 3,0 2,0 2,0 3,5 3,5 4,0 18 High
P93 4,0 3,0 2,0 3,5 3,5 3,0 19 High
P94 4,0 2,0 2,0 3,5 3,5 3,5 18,5 High
P95 3,0 2,5 2,5 3,5 3,0 3,5 18,0 High
P96 4,0 3,0 2,0 3,5 3,5 3,0 19 High
P97 2,5 2,0 2,0 3,0 3,0 2,5 15 Medium
P98 3,0 2,0 2,0 3,0 3,0 2,5 15,5 Medium
P99 3,0 2,0 2,0 3,5 3,5 4,0 18 High
P100 3,5 2,0 2,0 3,5 3,5 3,5 18 High
P101 4,0 2,0 2,0 3,5 4,0 4,0 19,5 High
P102 3,0 2,0 2,0 3,5 3,5 4,0 18 High
P103 3,0 2,0 2,5 3,5 3,5 3,5 18 High
P104 3,0 2,0 2,5 3,5 3,5 3,5 18 High
P105 3,0 2,0 2,5 3,5 3,5 3,5 18 High
P106 3,0 1,5 1,0 3,0 3,0 3,5 15 Medium
P107 3,5 2,0 1,5 4,0 4,0 4,0 19 High
P108 3,5 1,5 1,5 3,5 3,5 3,5 17 High
P109 3,0 2,0 2,0 2,0 2,5 3,0 14,5 Medium
P110 1,5 2,0 1,0 1,5 1,5 2,0 9,5 Low
P111 3,0 1,5 2,0 3,5 3,5 3,5 17 High
P112 2,5 2,0 1,5 3,0 3,0 3,0 15 Medium
P113 2,5 2,0 2,0 3,0 2,5 3,0 15 Medium
P114 2,5 2,0 2,0 2,0 3,0 3,5 15 Medium
P115 2,5 2,0 2,0 2,5 3,0 3,0 15 Medium
P116 4,0 2,0 2,0 4,0 4,0 3,5 19,5 High
P117 2,5 2,0 1,5 3,0 3,0 3,0 15 Medium
P118 2,5 2,0 1,5 2,5 3,5 2,5 14,5 Medium
P119 4,0 2,0 2,0 3,5 4,0 3,5 19 High
P120 4,0 2,0 2,0 4,0 4,0 3,0 19 High
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