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Using biometric data in software engineering: a systematic mapping study
Juliano Paulo Menzen, Kleinner Farias and Vinicius Bischoff

Applied Computing Graduate Program (PPGCA) of University of Vale do Rio dos Sinos (UNISINOS), São Leopoldo, RS, Brazil

ABSTRACT
The use of biometric data (BD) records promises to advance the software engineering field. The
rapid adoption of wearable computing technology has widely increased the amount of BD
records available. Several aspects about the use of BD records in software engineering field are
unknown, such as body measurements used to support daily tasks, and empirical methods that
are used to evaluate their benefits. Consequently, a thorough understanding of state-of-the-art
techniques still remains limited. This article, therefore, aims at providing a classification and a
thematic analysis of studies on the use of BD records in the context of software development.
Moreover, it seeks to introduce a classification taxonomy, and pinpoints research gaps,
challenges and trends. A systematic mapping of the literature was designed and performed
based on well-established practical guidelines. In total, 40 primary studies were analysed and
categorised, which were selected by applying a careful filtering process from a sample of 3930
studies to answer seven research questions. Over 77% of articles use more than one biometric
aspect to analyse tasks performed by developers; over 47% of articles used eye-track sensor to
analyse biometric factors, followed by brain-wearable sensors with 40%, skin sensor with 22%,
cardiac sensor with 20%, and others fewer representatives; most studies analysed had their
quality assessed as high; most studies were published in journal. This study provides a
systematic map of studies that use BD records in software engineering, thereby serving as a
basis for future research.
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1. Introduction

The biometric data (BD) records are physiological
measures obtained from different parts of human body,
including human skin, heart, eyes, brain and among
others. These records are composed by data gathered
from biometric-related sensors or wearable computing
devices, which can be narrowly related to a person’s cog-
nitive and emotional states (Kramer 1991). These BD
records can be considered as collections of data that
can be stored and manipulated to represent the status
of humans when performing specific cognitive activities.
Software development can be seen as one of these cogni-
tive activities that has been the context of using biometric
sensors. Developing software consists of a set of activities
performed by people (Brooks 1995), and requires cogni-
tion, engagement of different parts of human body,
mainly eyes and brain processes.

In this sense, recent studies Gui et al. (2019), Bablani
et al. (2019) have shown through surveys how much bio-
metric data has gained attention in the last few years,
especially as wearable devices have expanded rapidly.
Some researches have also shown that cognitive load
(Fritz et al. 2014), stress (Ostberg et al. 2017), emotions

(Müller 2016), and attention (Meyer et al. 2017) can
impact on daily activities performed by programmers.
However, several aspects about the use of BD records
in software engineering field are unknown, such as
body measurements used to support daily tasks, and
empirical methods that are used to evaluate their
benefits. Consequently, a thorough understanding of
state-of-the-art techniques still remains limited. Thus,
practitioners and researchers end up not having a map-
ping of the literature considering currently available
works.

This article, therefore, presents a comprehensive over-
view and understanding of the current literature, as well
as pinpoints research gaps, challenges and trends. A sys-
tematic mapping of the literature was designed and per-
formed based on well established practical guidelines
(Petersen, Vakkalanka, and Kuzniarz 2015). In total, 40
primary studies were deeply analysed and categorised,
which were selected by applying a careful filtering pro-
cess from a sample of 3023 studies to answer five
research questions. Over 77% of articles use more than
one biometric aspect to analyse tasks performed by pro-
grammers; over 47% of articles used eye-track sensor to
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analyse the biometric factors, follow by brains sensor
with 40%, skin sensor with 22%, cardiac sensor with
20% and others less representative; most studies analysed
had their quality assessed as high.

Our article is organised as follows: Section 2 gives a
delineation of the main concepts needed to understand
this study. Section 3 introduces our review protocol. Sec-
tion 4 introduces the procedures to filter potentially rel-
evant studies. Section 5 presents the collected results
related to research questions explored in our study. Sec-
tion 6 outlines a discussion of some challenges and
trends. Section 7 exposes the threats to the validity of
our work. Section 8 describes related work. Section 9 is
the conclusion of this paper.

2. Background

This section introduces the chief terms used throughout
this paper. Section 2.1 presents the concept of biometric
data. Section 2.2 outlines software development tasks
that are typically performed by developers.

2.1. Biometric data

Biometric data (BD) are physiological measures collected
from parts of human body, including skin, heart, eyes,
brain and others, collected through sensors and can be
related to a person’s cognitive and emotional states (Kra-
mer 1991). In most cases, these sensors related to BD
records are non-invasive and collect physiological data
produced autonomously by the human body, which
can hardly be controlled by us. The measurements are
captured in a different way according to the area of
body to which they relate.

The variation of the data obtained by these measures
in healthy people is also associated with psychological
factors, such as emotion and cognitive load. The study
of this relationship between biometric data and psycho-
logical aspects we call psycho-physiology. Psycho-
physiology has been receiving attention in the area of
Software Engineering because the software develop-
ment activity involves several cognitive processes such
as language comprehension, attention (Siegmund
et al. 2017), and also emotional, such as frustration
(Wrobel 2013) and stress (Ostberg et al. 2017). Without
the use of biometric sensors, the study of psychological
aspects could be done only through holistic processes,
limiting the accuracy of the analysis (Peitek et al.,
“Toward Conjoint Analysis,” 2018). This area is a
promising area in software engineering for promoting
a better understanding of the developer’s mental pro-
cess during the performance of their daily activities
(Müller 2016; Robillard 1999).

2.2. Software development tasks

The construction of software is an activity of knowledge,
which is not limited to programming. The developer
must describe and organise the knowledge represented
by the program to be coded (Robillard 1999). This pro-
cess involves a series of activities and interactions as
read documentation, write documentation, meetings,
browsing on internet, planning (Meyer et al. 2017) and
programming. The programming activity can be
classified into sub activities such as debugging, version-
ing and testing (Maalej and Happel 2009). All of these
tasks can be developed individually or collaboratively
(Gonçalves, de Souza, and González 2011).

Until a few years ago these activities were studied by
Software Engineering only with the purpose of making
them measurable and logical through the application of
methods, tools, symbologies and languages (Robillard
1999). However, in the last years, the number of articles
that use psychophysiology has increased in order to ana-
lyse the congnitive and mental processes of the develo-
pers to better understand how these tasks are
performed, to provide better support during their realis-
ation (Müller 2016).

3. Planning

This section aims to describe our review protocol. As
previously mentioned in Section 1, we have chosen sys-
tematic mapping study as research method. According
to Cooper (2016), this methodology tends to produce
more reliable findings by reducing bias through a rigour-
ous review process. Figure 1 shows an overview of the
adopted systematic review process. Composed by three
phases, in which activities are performed to create arte-
facts, this process serves as a guide on how to advance
with the review. The planning phase (Section 3) covers
all the procedures for review design. The conduction
phase (Section 4) details step by step how a sample of
potentially relevant works was obtained, and how this
sample was filtered to identify a set of representative
works. The reporting phase (Sections 5 and 6) focuses
on reporting the results, drawing some trends and high-
lighting some challenges that can be explored by the
scientific community.

3.1. Objective and research question

This section seeks to define the objective and research
questions so that a clear review scope can be obtained.

Objective. The objective of this study is to produce a
systematic map of the literature by classifying the
works already published, discussing gaps and drawing
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some promising research directions, as well as proposing
a taxonomy. Lau, Ioannidis, and Schmid (1997) reinforce
that, combining findings from a large body of studies
makes it possible to increase statistical power and pro-
vide answers that no single study can give.

Research questions. We have defined nine research
questions (RQ) for properly addressing different facets
of our objective. Table 1 presents such RQs, including
three Statistical Question (SQ), five General Questions
(GQ) and one Focuses Questions (FQ). The purpose of
SQs is to disclose statistical data on where and how
often studies have been published over the years. The
GQs seek to reveal what biometric data are aiding in
the execution of software development activities. Lastly,
the FQs aim at identifying how specific biometric sensors
are used to improve the developers’ productivity during
software-development tasks. Petersen, Vakkalanka, and
Kuzniarz (2015) and Petersen et al. (2008) mention
that systematic mappings of the literature are not
intended to accurately pinpoint available problems and
solutions. Rather, they should discover few explored
research topics, trends and gaps not yet revealed. Thus,
research questions of SMSs cannot be specific, but gen-
eric to the point of creating a panoramic view of the

research area being explored. Table 1 presents our
research questions.

After defining our objective and research questions,
the following section determines our search strategy.

3.2. Search strategy

Our search strategy is based on automated-search
method following well-known empirical guidelines (e.g.
Ali and Usman 2018; Petersen, Vakkalanka, and Kuz-
niarz 2015; Petersen et al. 2008), which helped us to
determine an unbiased search string, and identify effec-
tive electronic databases.

Search string. Our search string is formed by terms
identified as main terms, complemented by their most
relevant synonyms. The search string plays a pivotal
role to retrieve potentially relevant studies. The main
terms are Biometric, Device, Software and Tasks. The
synonyms of these terms were determined by keywords
found in related works, and based on Collins dictionary.
Table 2 shows the main terms and their synonyms.

Our search string was produced based on the combi-
nation of these terms. Five steps were followed to define
our search string: (1) specify the main terms; (2) define
alternative words, synonyms or related terms to main
terms; (3) check if the main terms are contained in pre-
viously published articles; (4) associate synonyms, alterna-
tive words or terms related to the main terms with the
‘OR’ Boolean operator; and (5) link the main terms with
Boolean operator ‘AND’. The search string that produced
the most significant results is presented as follows:

(Biometric OR Psycho-physiological OR Metric) AND
(Sensor OR Biosensor OR Device) AND

Figure 1. Overview of the systematic mapping process (adapted from Petersen et al. 2008).

Table 1. List of research questions investigated.
Reference Question

Statistical Questions
SQ1 What is the number and type of publications by year?
SQ2 Which countries have publications in the researched area?
SQ3 Who are the main authors who publish articles about biometric

data in software engineering?
General questions
GQ1 How would the taxonomy for biometric data classification in

software development tasks appear?
GQ2 What are the body measurements used to support software

development tasks?
GQ3 What factors related to biometric data can influence software

development tasks?
GQ4 What daily tasks have been commonly performed in the context

of software development?
GQ5 What are the research methods used to evaluate the studies?
Focused questions
FQ1 How can biometric data be used to improve developers’

productivity?

Table 2. List of the main terms and their synonyms.
Main term Synonym

Biometric Biometric, Psychophysiological, Metric
Device Sensor, Biosensor, Device
Software Software Development, Software Engineering
Tasks Task, Assignment, Work, Productivity

BEHAVIOUR & INFORMATION TECHNOLOGY 3



(Software Development OR Software Engineering) AND
(Task OR Assignment OR Work OR Productivity)

In some electronic databases was necessary adjust the
search string to find the number of papers presented in
this systematic mapping. Table 3 presents in details
adjusted search string and other specific filters for each
electronic database selected for this mapping study. In
addition, the inclusion criteria presented in Section 3.3
have been added to reduce the number of query returns.

Ali and Usman (2018) highlighted the importance of
using a known-set studies to be used as a basis to evaluate
the result obtained by the search in each electronic
library. For this study five articles were used as know-
set papers (Crk, Kluthe, and Stefik 2015; Fritz et al.
2014; Müller and Fritz 2016; Siegmund et al. 2014; Wro-
bel 2018). These articles were found from background
knowledge of the authors on the theme. As a result, all
papers used as know-set base were identified during
searches performed in electronic libraries.

Electronic databases. After determining our search
string, the next step was to identify electronic databases
to retrieve potentially relevant studies. Table 4 displays
the twelve electronic databases used. These electronic
databases were chosen for two reasons. First, these data-
bases have an elevated, representative number of pub-
lished articles, related to the research topic explored in
our SMS. Second, they have been widely used in previous
systematic mapping studies (e.g. Rodríguez et al. 2017),
which means that their usefulness and effectiveness
have already been demonstrated.

3.3. Exclusion and inclusion criteria

This section seeks to establish criteria to support the
filtering process of potentially relevant articles, which
are retrieved from the selected electronic databases
(Table 4) after applying our search string. For this, we
define exclusion and inclusion criteria. Inclusion criteria
consider characteristics that an article must have to be
included in the initial sample of potentially relevant
studies. Exclusion criteria in turn consider those charac-
teristics that disqualify an article to be included in our
sample of representative studies. Thus, if an article has
an inclusion criteria, it is in the initial sample of poten-
tially relevant studies; if an article has an exclusion cri-
teria, it is out the sample of representative studies.

These criteria prescribe rules to make the filtering
process as objective and auditable as possible, while seek-
ing to prevent bias typically found in manual tasks per-
formed by humans. There is no criterion that
establishes an order to apply the inclusion and exclusion
criteria, but for this systematic mapping study the
inclusion criteria were applied directly to electronic data-
base advanced search, while the exclusion criteria were
applied in an order to favour the filtering process pre-
sented in Section 4.

Exclusion criteria. The following list specifies the
exclusion criteria (EC) used in this article, which
removed studies where:

Table 3. List of adjusted search string in selected electronic
database.
ACM Digital Library
(Biometric OR Psycho-physiological OR Metric) AND (Sensor OR Biosensor OR
Device) AND (‘Software Development’ OR ‘Software Engineering’) AND
(Task OR Assignment OR Work OR Productivity)

Google Scholar
(Biometric Sensor Task ‘Software Engineering’ Psychophysiological OR
Biosensor OR Productivity OR ‘Software Development’)

IEEE Xplore Digital Library
(Biometric OR Psycho-physiological OR Metric) AND (Sensor OR Biosensor OR
Device) AND (‘Software Development’ OR ‘Software Engineering’) AND
(Task OR Assignment OR Work OR Productivity)

Inspec
(Biometric OR Psycho-physiological OR Metric) AND (Sensor OR Biosensor OR
Device) AND (‘Software Development’ OR ‘Software Engineering’) AND
(Task OR Assignment OR Work OR Productivity)

Pubmed
(Biometric OR Psycho-physiological OR Metric) AND (Sensor OR Biosensor OR
Device) AND (‘Software Development’ OR ‘Software Engineering’) AND
(Task OR Assignment OR Work OR Productivity)

Science Direct
(Biometric OR Psycho-physiological) (Sensor OR Device) (‘Software
Development’ OR ‘Software Engineering’) (Task OR Assignment OR Work OR
Productivity)

Scopus
(Biometric OR Psycho-physiological OR Metric) AND (Sensor OR Biosensor OR
Device) AND (‘Software Development’ OR ‘Software Engineering’) AND
(Task OR Assignment OR Work OR Productivity)

Taylor & Francis OnLine
(Biometric OR Psycho-physiological OR Metric) AND (Sensor OR Biosensor OR
Device) AND (‘Software Development’ OR ‘Software Engineering’) AND
(Task OR Assignment OR Work OR Productivity)

Wiley Online Library
(Biometric OR Psycho-physiological) AND (Sensor OR Device) AND (‘Software
Development’ OR ‘Software Engineering’) AND (Task OR Assignment OR
Work OR Productivity)

Microsoft Academy
Biometric AND Sensor AND ‘Software Engineering’ AND Task
Springer Link
Biometric OR Psycho-physiological Sensor OR Device ‘Software Development’
OR ‘Software Engineering’ Task OR Assignment OR Work OR Productivity

Semantic Scholar
text:(Biometric Sensor ‘Software Engineering’ Task) AND abstract:(Biometric
Sensor ‘Software Engineering’ Task)

Table 4. List of the selected electronic databases.
Source Electronic address

ACM Digital Library https://dl.acm.org
Semantic Scholar https://www.semanticscholar.org
Google Scholar https://scholar.google.com
IEEE Xplore Digital Library https://ieeexplore.ieee.org/Xplore/home.jsp
Inspec http://digital-library.theiet.org
Microsoft Academy https://www.microsoft.com/en-us/research
PubMed https://www.ncbi.nlm.nih.gov/pmc
Science Direct https://www.sciencedirect.com
Scopus https://www.scopus.com
Springer Link https://link.springer.com
Wiley Online Library https://onlinelibrary.wiley.com
Taylor & Francis OnLine https://www.tandfonline.com
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. EC1: The title, abstract or even their contents was
related to the search keywords, however without any
semantic interplay with the scope of this study.

. EC2: A patent had been registered, or studies were not
published in English, might be considered as an initial
stage, typically presenting an abstract and summary of
future steps;

. EC3: No similarity with the research theme, or even
the intention of the research is opposite to issues
addressed by our research questions.

. EC4: The studies did not address any aspect of the
research questions;

. EC5: It was a duplicate; and

. EC6: It did not address issues regarding biometric
data in software engineering.

Reasons for choosing the exclusion criteria. Previous
studies (Bischoff et al. 2019; Gonçales et al. 2015, 2019;
Rodríguez et al. 2017) have demonstrated the usefulness
and effectiveness of these criteria. Anyway, our choice
can also be explained for five reasons. The first reason
would be because of the lack of any sense of taking into
account studies without any semantic relation with regard
to the addressed research topics. Even though some
studies might have their title or abstract matched with
our formulated search string, their content may not be
directly linked to the exploited content in our study
(EC1). Second, early stage work would little help elaborate
our primary objective, i.e. a systematic map of current lit-
erature. Instead, they could distort the data collected,
thereby harming the design of trends and identification
of gaps (EC2). Third, we did not seek to select studies
that were not minimally related to our study purpose.
Rather, we prioritised studies that might contribute to
answer the formulated research questions properly
(EC3). Fourth, if the abstract of a published article, or
even its full text, does not address facts of the topics
explored in our research questions, then it does not
make sense to consider it (EC4). Finally, duplicate studies
were thrown away as it would not make sense to count a
study more than once (EC5) or not address issues regard-
ing biometric data in software engineering (EC6). EC4
differs from EC6 in considering the all aspects of research
questions, while EC6 focuses only on issues related to the
use of biometric data in software engineering.

Application of the exclusion criteria. An iterative and
incremental process was established to apply each exclu-
sion criteria as well as to select and extract information
from the selected articles. For each exclusion criteria
applied, an interaction was made by reading individually
and in parallel by the authors, followed by a step of syn-
chronisation and consensus regarding the decisions
made by the authors. Thus, the exclusion of an article

was always based on peer review and the authors’ con-
sensus, so that bias could be minimised. To this end,
two review cycles were performed to prevent any
unwanted removal of articles.

Inclusion criteria. Furthermore, we have defined four
criteria to guide the inclusion of candidate works in our
sample to be analysed. The Inclusion Criteria (IC) are
presented as follows:

. IC1: Studies should have been published in a confer-
ence, workshop, scientific journal, book or edu-
cational institutions.

. IC2: The study should be related to the usage of bio-
metric in the context of execution of software devel-
opment tasks.

. IC3: Works that have been written, published or dis-
seminated in English.

. IC4: Studies published from January 2002 until Janu-
ary 2019.

Reasons for choosing the inclusion criteria. Inclusion
criteria operate as a filter, just as exclusion criteria. In
this study, four inclusion criteria were applied. The
first inclusion criterion (IC1) considers only articles
that have been published in a conference, workshop,
scientific journal, book or educational institution. This
criterion allowed us to disregard articles that have been
submitted in non-academic media. In addition, only
articles that contain biometric data related in some way
to software development tasks were included (IC2).
The third criterion (IC3) considers for inclusion in this
mapping only articles written in English, while the fourth
criterion considers only articles published between the
year 2002 and February 2019 (IC4). The period from
2002 to 2019 was used, since no work related to the
researched theme was identified before 2002 and the
research execution was completed in 2019.

3.4. Data extraction

This section focuses on explaining how we extracted
data from the selected studies, which are presented in
Section 4.

Extraction procedures. After reading each selected
study carefully, we obtained and stored data on a spread-
sheet. Figure 2 presents the data extraction form used to
feed this spreadsheet, which is inspired on ones already
validated (e.g. Fernández-Sáez, Genero, and Chaudron
2013). Table 5 explains each label found in the extraction
form.

Reasons for choosing this form. We have used this
form because of four reasons. First, it guides the authors,
serving as a template, in the data extraction procedures,
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avoiding bias during the identification and storing of
data. Second, although manual data extraction can be
an error prone task, this risk was reduced by standardis-
ing how the data must be collected. Third, by concentrat-
ing the data, it helps in the synthesis, analysis and
plotting of the collected indicators. As a result, better
findings on our research questions may be generated
and plotted. In addition, our extraction form is sup-
ported by a proposed classification scheme, shown in
Table 5. This scheme does not only helps us to generate
numerical, nominal or ordinal data, but also is essential
for any attempt to create a consistent snapshot of the
current literature.

Justification of the start and end years chosen to collect
the articles. The identification of the starting year to col-
lect the articles was determined according to three cri-
teria: (i) the year had up to 5 published articles (or no
published articles); (ii) had a reduced number of pub-
lished articles (less than or equal to 5 articles) within
the next 10 years; and (iii) the number of articles pub-
lished within 10 years after the candidate year should
represent up to 30% of the total sample of articles
found. As can be seen in Figure 3, the application of
such criteria converges to the year 2002, which shows
the beginning of a community-based force of interest
on the subject of biometric data in Software Engineering.
Such objective criteria allowed us to find a start year that
graphically indicated a power tail towards 2018. There-
fore, the chosen start year was 2002. Moreover, the
search and filtering of the articles took place until Janu-
ary 2019. After this date, the authors began writing the
article itself.

4. Study filtering

This section outlines how the conduction phase of our
study was performed (Figure 1). This phase is composed
by eight steps to filter potentially relevant works. Figure 3
illustrates the filtering process, which is based on the
application of exclusion criteria described in Section
3.3. Each step is described as follows:

Step 1: Initial search. The focal point of this step was
to apply our search string to the selected electronic

Figure 2. Data extraction form.

Table 5. The proposed scheme to classify the selected studies.
Field Description

Title Article title.
Authors Article authors. This data will be used to respond SQ3.
Source Database in which the article was found. This information

will be
required to respond to SQ1.

Year of
Publication

Year of publication used to answer the SQ1.

Country Country related to the educational institution which the
main author is

linked. This information is used to respond SQ2.
Publication Type Used as exclusion criterion, allowing only articles

published in a conference,
journal, book, symposium or workshop.

Research
Questions

Place to answer the search questions with the article
found.

Start Date Place where the date on which the article search was
executed.

Total Total number of articles inserted in the mapping.

6 J. P. MENZEN ET AL.



databases described in Section 3.2. In total, 3930 poten-
tially relevant articles were retrieved.

Step 2: Impurity removal (EC1 & EC2). This step
aimed to remove impurities, which was realised by
applying the exclusion criteria 1 and 2 (EC1, EC2)
(detailed in Section 3.3). Many articles were retrieved
because the terms of our search string matched with
their text. However, these articles were not narrowly
related to the purpose of our study. Examples of the
works retrieved improperly would be calls for papers to
conferences, special issues of journals, patent specifica-
tions, research reports, non-peer-reviewed materials,
and studies that were not written in English. Therefore,
the removal of impurities refers to the process of exclud-
ing these articles improperly retrieved. In this step,
50.07% (1968/3930) of the initially researched articles
were kept, being 1962 works removed.

Step 3: Filter by similarity (EC3). In this step 1547
articles were removed, as they did not present similarity
to the search string. Only 21.39% (421/1968) of the
filtered articles were maintained.

Step 4: Filter by abstract (EC4). This step consists of ana-
lysing the abstract of the filtered works, verifying if it has
relationwith at least one of the research questions described
in Table 1. In this step, 47.27% (199/421) of the filtered
articles were maintained, with 222 studies being removed.

Step 5: Combination. All studies filtered from the last
step were then brought together, producing a total of 199
studies.

Step 6: Duplicate removal (EC5).Commonly, articles are
made available in more than one electronic database. So, it
makes sense to remove the articles in duplicate, thereby
assuring ensuring the uniqueness of each study in our
sample. Only 8 articles in duplicate were removed in this
step, maintaining 95.98% (191/199) of the filtered articles.

Step 7: Filter by full text (EC6). This step filtered
studies by applying EC6 to the full text. That is, we
read entirely the text of 191 selected articles. Through
the application of EC6, 48.69% (93/191) of the articles
were kept, excluding the 98 articles that were not nar-
rowly related to the purpose of this study.

Step 8: Representative work selection. In this stage of
the process, the 93 previously filtered articles were read
again, and 43.01% of them (40/93) were selected as
being the most relevant. Although the 53 excluded
articles went through all the exclusion criteria, they did
not meet the objective of this article related in Section
3.1. Some of these excluded articles use biometric data
in activities not related to software engineering, as secur-
ity and authentication process. Other articles presented
literature reviews, and were explored as related work in
Section 8. Finally, 40 studies were selected as the most

Figure 3. The obtained results after executing the filtering process.
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representative ones, hereinafter called primary studies.
Table 7 presents the final list of the filtered studies.

Search stratification over electronic databases.After dis-
cussing the filtering process, the next step is to show how
the selected studies were stratified over the electronic data-
bases (Table 4) used in our study. Figure 4 shows the
search stratification over the electronic databases. In this
stratification process, after applying all inclusion and
exclusion criteria, only six of twelve digital libraries
initially surveyed returned primary studies. We can high-
light that the ACMDigital Library was the electronic data-
base with the largest number of studies (52.5%), followed
by IEEE Explore Database with 27.5%. Table 6 presents
the same stratification presented in Figure 4, but details
the primary studies found in each electronic database.
These studies are presented in detail in Table 7.

Although 12 electronic databases have been considered
in our study, selected articles from 6 electronic databases
were removed throughout the filtering process. Such data-
bases were Semantic Scholar, Inspec, Microsoft Academic,

Scopus, Wiley Online Library, Taylor & Fancis Online. For
this reason, they were not considered in Figure 6.

5. Results

This section aims to present the findings for our research
questions (Table 1) after examining the 40 primary
studies (Table 7). Numerical processing and graphical
representation of interesting features of our findings
are outlined to facilitate understanding.

5.1. SQ1: what is the number and type of
publications by year?

The SQ1 reveals the number and type of publications of
the primary studies over the years. This classification is
based on the year of publication (i.e. from 2002 to
2019), type of publication (i.e. journal, book, conference,
workshop, and symposium), and the number of publi-
cations per year. Figure 5 presents the data obtained
according to the mentioned criteria.

This distribution helps to create a ‘big picture’ of
the literature over years. We can notice that from
2014 there was an increase in the number of publi-
cations on the use of biometric data related to Soft-
ware Engineering and from this then the theme has
been continuously researched. This demonstrates that
this research area is very active and still growing.
Figure 5 reveals that there is a preference for publi-
cations in conferences (55%, 22/40), corresponding
to more than half of the primary studies. In addition
to the conferences, many articles are published in
journals (20%, 8/40) and symposiums (15%, 6/40),

Table 6. Search stratification with primary studies.
Digital library Amount Percentage List of primary studies

ACM Digital
Library

21 52.5% A01, A03, A05, A10, A14, A16, A17,
A20, A22, A23, A24, A25, A26, A28,
A29, A30, A31, A33, A35, A37, A39

IEEE Xplore 11 27.5% A04, A06, A08, A09, A13, A15, A18,
A21, A27, A32, A34

Google
Scholar

4 10% A02, A07, A12, A40

Springer Link 2 5% A11, A36
Pubmed 1 2.5% A38
Science
Direct

1 2.5% A19

Figure 4. Search stratification based on the used electronic databases.
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and the rest is distributed homogeneously between
workshops and books.

5.2. SQ2: which countries have publications in the
researched area?

SQ2 presents from which countries the publications of
primary studies originated. The analysis of the countries
is relevant because it allows identifying in which regions
the authors are making most efforts in research of the
addressed theme.

Analysing the publications allows us to create a global
map presented in Figure 6. This map reveals that most
publications occur in the northern hemisphere (97.5%,
39/40). Switzerland is the country with most publications
(27.5%, 11/40), followed by United States (25%, 10/40)

and Germany (22.5%, 9/40). The remaining countries,
together account for 25% of the publications, with 10
publications. Table 8 presents the primary works by
country in detail.

5.3. SQ3: who are the main authors who publish
articles about biometric data in software
engineering?

This question was answered from analysis of the authors
related to the primary studies. In this analysis, only the
main and second author were accounted as presented
in Table 9. The other authors were disregarded because
their contribution is usually smaller.

From Table 9 is possible identify that some authors
are active in the searched area, such as Janet Siegmund
(6 articles), Thomas Fritz (6 articles) and Sebastian Mul-
ler (5 articles). These authors have the following charac-
teristics: Janet Siegmund: PhD researcher at the
University of Passau, Germany. Her main interests are
code comprehension, experimental software engineer-
ing, human factors in computer science and Functional
Magnetic Resonance Imaging (fMRI). Sebastiam Muller:
Assistant Researcher at the University of Zurich from
2011 until 2016, when he held his pos doc until 2017.
Also active in the field of Software Engineering in the
industry until 2019. Thomas Fritz: Professor at the Uni-
versity of Zurich. His research is related to the empirical
software engineering and the use of biometric data to
better understand developers and improve their pro-
ductivity. The other authors present a smaller number
of publications, with a maximum of three publications
each.

5.4. GQ1: how would the taxonomy for biometric
data classification in software development tasks
appear?

Our primary studies have revealed wide-ranging and
diverse research on the use of biometric data to sup-
port software-development tasks. Nevertheless, such
research cannot be graded unless accompanied by
an intuitive grasp classification scheme. Accordingly,
we seek to build a support taxonomy to assist
researchers and practitioners in performing these
classifications.

For the GQ1 research question, we sought to define a
taxonomy, shown in Figure 7, based on the selected and
analysed articles. We searched the literature for related
taxonomies or even processes to build it, but nothing
was found. For this reason, our taxonomy was defined
based on the following steps:

Table 7. List of primary studies.
Identifier Author, Year Publisher Type

A01 Fritz et al. (2014) ACM Conference
A02 Gonçalves, de Souza, and González

(2011)
J.UCS Journal

A03 Kevic et al. (2015) ACM Conference
A04 Maalej and Happel (2009) IEEE Conference
A05 Meyer et al. (2014) ACM Conference
A06 Meyer et al. (2017) IEEE Journal
A07 Müller (2016) ZORA Book
A08 Müller and Fritz (2015) IEEE Conference
A09 Perry, Staudenmayer, and Votta

(2002)
IEEE Journal

A10 Siegmund et al. (2017) ACM Conference
A11 Kaklauskas et al. (2011) Springer Book
A12 Wrobel (2018) Applied

Science
Journal

A13 Wrobel (2013) IEEE Conference
A14 Züger and Fritz (2015) ACM Conference
A15 Siegmund (2016) IEEE Conference
A16 Müller and Fritz (2016) ACM Conference
A17 Crk, Kluthe, and Stefik (2015) ACM Journal
A18 Fritz and Muller (2016) IEEE Conference
A19 Kevic et al. (2017) Science

Direct
Journal

A20 Nakagawa et al. (2014) ACM Conference
A21 Begel (2016) IEEE Workshop
A22 Ostberg et al. (2017) ACM Workshop
A23 Konopka (2015) ACM Conference
A24 Züger et al. (2018) ACM Conference
A25 Bednarik and Tukiainen (2006) ACM Symposium
A26 Latoza, Venolia and Deline (2006) ACM Conference
A27 Sharif and Maletic (2010) IEEE Conference
A28 Siegmund et al. (2012) ACM Symposium
A29 Glücker et al. (2014) ACM Conference
A30 Rodeghero et al. (2014) ACM Conference
A31 Siegmund et al. (2014) ACM Conference
A32 Busjahn et al. (2015) IEEE Conference
A33 Palmer and Sharif (2016) ACM Symposium
A34 Duraes et al. (2016) IEEE Symposium
A35 Floyd, Santander, and Weimer

(2017)
ACM Conference

A36 Lee et al. (2017) Springer Journal
A37 Fakhoury et al. (2018) ACM Journal
A38 Castelhano et al. (2018) Pubmed Journal
A39 Peitek et al., “Toward Conjoint

Analysis” (2018)
ACM Symposium

A40 Peitek et al., “Simultaneous
Measurement of Program” (2018)

ACM Symposium
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. Step 1: identification of major groups of terms.We pri-
marily identified five major groups of term (detailed
in Table 10) related to studies using biometric data
in the context of software engineering tasks. These

macro groups, narrowly related to our research ques-
tions, would be: (1) body measurements (GQ2), (2)
factors (GQ3), (3) tasks (GQ4), (4) research methods
(GQ5), and (5) research goals (FQ1).

Figure 5. Frequency of publications.

Figure 6. Publications by Country.
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. Step 2: detailing the identified macro groups. From
these five groups, we were able to examine the selected
studies in depth to grasp each one of them. This detail
was made progressively as the research questions
(GQ2-5 and FQ1) were answered.

. Step 3: assembly and stylisation of the taxonomy. After
having the macro groups and their details, the next
step was to assemble the taxonomy itself and define
style issues including lines, colours, etc. That is, the tax-
onomy was done in retrospect. The style of our taxon-
omy was inspired by the study proposed by Aghajani
et al. (2019).

Table 8. Publications by country in details.
Country Amount Percentage List of primary studies

Switzerland 11 27.5% A01, A03, A05, A06, A07, A08, A14,
A16, A18, A19, A24

United
States

10 25% A09, A17, A21, A26, A27, A30, A33,
A35, A37, A40

Germany 9 22.5% A04, A10, A15, A22, A28, A29, A31,
A32, A39

Poland 2 5% A12, A13
Portugal 2 5% A34, A38
Brazil 1 2.5% A02
Finland 1 2.5% A25
Japan 1 2.5% A20
Lithuania 1 2.5% A11
Slovakia 1 2.5% A23
South Korea 1 2.5% A36

Table 9. Authors by publications.

Author First author Second author

Amount Percentage Primary studies Amount Percentage List of primary studies

Janet Siegmund 4 10% A10, A15, A28, A31 2 5% A39, A40
Sebastian Muller 3 7.50% A07, A08, A16 2 5% A18, A24
Katja Kevic 2 5% A03, A19 0 0% –
Manuela Zuger 2 5% A14, A24 0 0% –
Michal R.Wrobel 2 5% A12, A13 0 0% –
Norman Peitek 2 5% A39, A40 1 2.5% A10
Thomas Fritz 2 5% A01, A18 4 10% A05, A08, A14, A16
André Meyer 2 5% A05, A06 0 0% –
Andrew Begel 1 2.5% A21 1 2.5% A01
Arturas Kaklauskas 1 2.5% A11 0 0% –
Bonita Sharif 1 2.5% A27 0 0% –
Benjamin Floyd 1 2.5% A35 0 0% –
Christopher Palmer 1 2.5% A33 0 0% –
Dewayaje E. Perry 1 2.5% A09 0 0% –
Hartmut Glücker 1 2.5% A29 0 0% –
Igor CRK 1 2.5% A17 0 0% –
J. Duraes 1 2.5% A34 0 0% –
Jan-Peter Ostberg 1 2.5% A22 0 0% –
Joao Castelhano 1 2.5% A38 0 0% –
Marcio Kuroki Goncalves 1 2.5% A02 0 0% –
Martin Konopka 1 2.5% A23 0 0% –
Paige Rodeghero 1 2.5% A30 0 0% –
Roman Bednarik 1 2.5% A25 1 2.5% A32
Sarah Fakhoury 1 2.5% A37 0 0% –
Seolhwa Lee 1 2.5% A36 0 0% –
Takao Nakagawa 1 2.5% A20 0 0% –
Teresa Busjahn 1 2.5% A32 0 0% –
Thomas D. LaToza 1 2.5% A26 0 0% –
Walid Maalej 1 2.5% A34 0 0% –
André Brechmann 0 0% – 1 2.5% A28
Bonita Sharif 0 0% – 1 2.5% A33
Braden M. Walters 0 0% – 2 5% A03, A19
Christian Kästner 0 0% – 1 2.5% A31
Cleidson R. B. de Souza 0 0% – 1 2.5% A02
Collin McMillan 0 0% – 1 2.5% A30
Danial Hooshyar 0 0% – 1 2.5% A36
Daniel Graziotin 0 0% – 1 2.5% A22
Felix Raab 0 0% – 1 2.5% A29
Gina Venolia 0 0% – 1 2.5% A27
H. Madeira 0 0% – 1 2.5% A34
Hans-Jorg Happel 0 0% – 1 2.5% A04
Isabel C. Duarte 0 0% – 1 2.5% A38
Laura E. Barton 0 0% – 1 2.5% A06
Markku Tukiainen 0 0% – 1 2.5% A25
Nancy .A. Staudenmayer 0 0% – 1 2.5% A09
Timothy Kluthe 0 0% – 1 2.5% A17
Tyler Santander 0 0% – 1 2.5% A35
Yasutaka Kamei 0 0% – 1 2.5% A20
Yuzhan Ma 0 0% – 1 2.5% A37
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In this sense, this taxonomy can benefit researchers
and practitioners from an overview of possible classifi-
cations of the current studies, mainly in terms of body
measurements, factors, tasks, research methods, and
research goals.

The analysis of Figure 7 together with Table 10
makes possible to understand the relationship between
the main elements of the proposed taxonomy in
relation to the research questions of this study.
Although this taxonomy is the first general research
question (GQ1), it was the last to be answered, as it
required the answer of the other questions for its cor-
rect elaboration.

5.5. GQ2: what are the body measurements that
are used to support software development tasks?

The GQ2 seeks to identify the body measurements that
are being commonly used to support software develop-
ment tasks. To answer this research question, we ana-
lyse all primary studies that explore body
measurements in the context of daily work activities
of software developers (summarised in Table 11).
Upon examining the primary articles, we were able to
locate an assorted list of types of metrics related to
body measurements, including physical, behavioural
and physiological aspects. Each record usually reflects
a partial view of a biometrics-related sensor, usually
without allowing researchers to control and interact
with these measurements in an integrated way.

There are several types of biometric data involved in
quantifying developer characteristics, such as brain
waves, heart rate and temperature. Eight categories
were proposed for a more refined framing of the data
types, including Eye, Skin, Brain, Heart, Breathing,
Body Movements, Voice, and Endocrine system. These
data types refer to metrics related to physiological and
behavioural characteristics for labelling and describing
people who develop software.

An interesting finding was that most studies use
only one type of biometric data to perform the analy-
sis of activities executed by the developers (42.5%, 17/
40), while using information from different parts of
the body (35%, 14/40). Most of the studies used bio-
metric data associated with the eyes (47.5%, 19/40),
brain (40%, 16/40) and skin (22.5%, 9/40). These
measures are the most used by researchers because
they are associated with the autonomic nervous sys-
tem and, therefore, cannot be controlled by us so
easily, ensuring greater accuracy in the experiments.
Few studies were found using body movements
(10%, 4/40) and only one study was found referring
to voice and the endocrine system corresponding to
2.5% respectively.

Considering the biometric data individually, the
fixation of the eyes corresponds to the most used bio-
metric data in the analysis of the activities of the devel-
oper (35%, 14/40), followed by the blood oxygen level
of the brain (22.50%, 9/40) and phasic and tone of the
skin (22.50%, 9/40).

Figure 7. A taxonomy to support the classification of studies that use biometric data in software development tasks.
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5.6. GQ3: what factors related to biometric data
can influence software development tasks?

The GQ3 focuses on identifying the factors that can be
measured by the biometric data collected and ident-
ified by GQ2 that influence to the tasks performed
by software developers. Table 12 presents the factors
that are related to the activities performed by
developers.

Cognitive load corresponds to 50% of the articles
researched (20/40), being the most used physiological
aspect along with the emotions (22.5%, 9/40). The aspect
of cognitive load is widely used in the primary studies
because the coding activity is an intellectual task that
requires reasoning and adequate understanding of the
programming to be performed.

The studies report that a high cognitive load is associ-
ated with difficulties of understanding and performing a
task (Crk, Kluthe, and Stefik 2015; Fritz et al. 2014).
Emotions are also studied because they are associated
with the effort employed in the execution of a task (Mül-
ler and Fritz 2015). The circadian rhythm is receiving
attention only in recent papers, association greater atten-
tion and productivity at different times of the day.
Although stress is an emotional state, it has been cate-
gorised emotionally separately, because a study has
been elaborated only by analysing the influence of stress
on programming tasks (Ostberg et al. 2017). Like
decision making, working memory and language proces-
sing are cognitive processes, but were categorised separ-
ately because there are studies specifically targeted to
these areas.

5.7. GQ4: what daily tasks have been commonly
performed in the context of software
development?

The GQ4 identifies daily work activities performed by
developers. These activities are presented in Table 13.
To assist in the identification of these tasks, Meyer
et al. (2014) conducted a survey to identify the percep-
tion of productivity by developers. This survey allowed
to categorise developers’ tasks with the representative-
ness of each type of task during a work day. It was also
possible to categorise these tasks as productive and
non-productive from the point of view of the developers.

Table 10. Biometric data classification taxonomy.
Group Description

Biometric
measurements

Provide metrics related to human characteristics used
to support software developers on daily work
activities (see GQ2 in Section 5.5).

Factors Important influential factors that end up impacting
on the execution of daily work activities performed
by developers (see GQ3 in Section 5.6).

Tasks Main daily work tasks performed by developers (see
GQ4 in Section 5.7).

Research method Empirical strategies used to plan, execute and
evaluate studies (see GQ5 in Section 5.8).

Research goals Main purpose of the work undertaken to increase the
knowledge about how to increase developer’s
productivity by managing risks, mainly related to
problems encompassing program comprehension,
stress and emotion risk, among others (see FQ1 in
Section 5.9).

Table 11. Body measurements used to support software development tasks.
Group Body measurements Amount Percentage List of primary studies

Eye Fixations 14 35% A01, A07, A08, A18, A21, A25, A27, A29, A30, A32, A33, A37, A39, A40
Pupil size 7 17.5% A01, A07, A08, A18, A21, A36, A39
Blinks 6 15% A01, A07, A08, A14, A18, A39
Eye gaze 6 15% A03, A19, A23, A30, A32, A39
Saccades 6 15% A01, A21, A27, A36, A39, A40

Skin Phasic & tone 9 22.5% A01, A07, A08, A11, A12, A14, A16, A18, A21
Temperature 5 12.5% A07, A08, A11, A16, A18

Brain Blood oxygen level 9 22.5% A10, A15, A28, A31, A34, A35, A38, A39, A40
Frequency bands 4 10% A07, A08, A18, A36
Ratio of frequency 3 7.5% A07, A08, A18
Brain waves 3 7.5% A01, A15, A17
Attention & meditation 2 5% A08, A14
Blood flow 2 5% A20, A37
Brain activities 1 2.5% A14

Heart Heart rate 8 20% A07, A08, A11, A12, A14, A16, A18, A24
Heart rate variability 5 12.5% A07, A08, A16, A18, A24
Blood volume pulse/pressure 5 12.5% A07, A08, A11, A14, A18
Inter-beat interval 1 2.5% A14

Breathing Respiratory rate 5 12.5% A07, A12, A16, A18, A24
Body Movements Facial expressions 1 2.5% A12

Gestures 1 2.5% A12
Mouse pressure 2 5% A11, A21
Keyboard pressure 1 2.5% A12
Steps 1 2.5% A24

Voice Voice tone 1 2.5% A12
Endocrine System Cortisol 1 2.5% A22

α-amylase 1 2.5% A22
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Most of the articles studied (95.5%, 37/40) only gen-
eralises the development activity, without detailing it.
However, Meyer developed an application to monitor
daily tasks (Meyer et al. 2017), and came to a categoris-
ation of activities similar to those obtained in previous
surveys (Meyer et al. 2014). Meyer also noticed a large
fragmentation in daily activities, besides of identifying
the influence of the circadian rhythm of each developer
in relation to their productivity higher or lower at certain

times of the day. Similarly, Maalej and Happel (2009)
perceived, after reviewing commits, that developers’
tasks are the same ones found by Meyer.

5.8. GQ5: what are the research methods used to
evaluate the studies?

The GQ5 investigate research methods used by the pri-
mary studies. According to Wieringa et al. (2006), the
research methods can be classified as: Controlled Exper-
iment, Proposal of Solution, Philosophical Paper,
Opinion Paper and Validation Experiment. As many
other studies (Bischoff et al. 2019; Gonçales et al. 2015,
2019) have demonstrated the usefulness of this classifi-
cation, we have adopted it. Table 14 presents the study
classification.

Controlled experiment was the most frequently
adopted research method (52.5%, 21/40), followed by Pro-
posed Solutions (25%, 10/40). Only one of the studies was
an experiment validation associated with cognitive pro-
cess identification during the execution of programming
tasks (Siegmund et al. 2017). This demonstrates that the
research area is still new. An interesting research direction
would be to conduct case studies with practitioners in
real-world software development environments.

5.9. FQ1: how can biometric data be used to
improve developers’ productivity?

The FQ1 explores how biometric data have been used to
improve the execution of software development tasks,
such as code comprehension, code smells, and bug pre-
diction. Table 15 presents a summary of the collected
data. Code comprehension is the subject most addressed
by researchers (37.5%, 15/40). The measurement of
difficulty related to the execution of development tasks
has also received considerable attention (20%, 8/40).
This can be explained because, as shown in Table 13,
they are narrowly related to development tasks. The cod-
ing activity is also related keep the developer focused on
activity with no execution blocks (flow) (12.5%, 5/40),
coding improvement (10%, 4/40), bug prediction
(2.5%, 1/40) and emotions and stress measurement
(5%, 2/40). Emotions and stress associated with

Table 12. Factors related to biometric data can influence
software development tasks.
Physiological
factors Amount Percentage List of primary studies

Cognitive load 20 50% A01, A06, A10, A14, A15, A16,
A17, A18, A19, A20, A22, A25,
A27, A28, A31, A35, A36, A37,
A39, A40

Emotions 9 22.5% A07, A08, A11, A12, A13, A14,
A18, A21, A22

Circadian rithim 2 5% A06, A24
Working
memory

2 5% A17, A34

Decisions 2 5% A34, A38
Stress 1 4.17% A22
Language
Processing

1 4.17% A34

Table 13. Daily tasks commonly performed in the context of
software development.
Task category Amount Percentage List of primary studies

Development Tasks 37 92.5% A01, A03, A04, A06, A07,
A08, A10, A11, A12, A13,
A14, A15, A16, A17, A18,
A19, A20, A21, A22, A23,
A24, A25, A26, A27, A28,
A29, A30, A31, A32, A33,
A34, A35, A36, A37, A38,

A39, A40
E-mail 3 7.5% A04, A06, A26
Planning 3 7.5% A04, A06, A26
Meetings 3 7.5% A04, A06, A26
Browsing internet 3 7.5% A04, A06, A26
Read and Write
documents

3 7.5% A04, A06, A26

Individual and
collaborative tasks

1 2.5% A02

Productive and
unproductive
tasks

1 2.5% A05

Blocked tasks 1 2.5% A09
Reworking tasks 1 2.5% A09

Table 14. Classification of primary studies based on research method.

Research methods
Number of
studies Percentage Studies

Controlled Experiment 21 52.5% A01, A06, A08, A11, A12, A07, A17, A18, A20, A22, A23, A24 A27, A28, A32, A34, A35, A37, A38,
A39, A40

Proposal of Solution 10 25% A01, A03, A07, A14, A25, A29, A30, A31, A33, A36
Philosophical Paper 7 17.5% A02, A04, A09, A13, A15, A19, A26
Opinion Paper 1 2.5% A21
Validation Experiment 1 2.5% A10
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development tasks impact the greater risk of the develo-
per adding bugs to code due to the influence of these feel-
ings on cognitive activity.

6. Discussion and challenges for future
research

This section introduces an additional discussion when
cross-referencing the research questions GQ2, GQ3
and FQ1. Moreover, we also present some challenges
that can be explored by research community.

Most explored research topics. Figure 8 shows the
relationship between the biometric data and the psy-
cho-physiological factors that influence productivity
improvement. Each bubble presents a triple (t1,t2,t3)
with the obtained data, where t1 represents the research
questions GQ2 and FQ1, t2 is the GQ3 research ques-
tion, and t3 consists of the number of studies that
explore the crossing of these questions. From the quan-
titative evidence highlighted in this figure, we try to
understand which are the most researched psycho-phys-
iological aspects in Software Engineering, identified
through which biometric data and applied on which
characteristics can improve the productivity of the
daily tasks performed by developers.

Figure 8 shows us that most of the primary studies of
this mapping capture the biometric data obtained by the
eyes, heart, skin and brain to analyse emotions and cog-
nitive load in order to understand the process of code
comprehension and tasks difficulty. Sensors associated
with the brain and eyes were primarily used to identify
cognitive load (Crk, Kluthe, and Stefik 2015; Fritz et al.
2014; Müller 2016; Siegmund et al. 2017; Züger and
Fritz 2015). In many studies, these two sensors were
used together producing greater accuracy in the results
(Fritz et al. 2014; Lee et al. 2017; Müller 2016; Peitek
et al., “Toward Conjoint Analysis,” 2018; Peitek et al.,

Table 15. Biometric data used to improve developers’
productivity.
Development tasks Amount Percentage List of primary studies

Program
comprehension

15 37.5% A10, A15, A20, A25, A27,
A28, A30, A31, A32,
A34, A35, A37, A38,
A39, A40

Task difficulty 8 20% A01, A08, A16, A17, A18,
A19, A22, A36

Flow 5 12.50% A05, A06, A08, A18, A24
Improve codification 4 10% A03, A23, A29, A32
Recommendation
system/Task Planning

4 10% A02, A07, A11, A36

Emotion risk and stress 2 5% A13, A22
Predict interruption 2 5% A14, A18
Predict (im)productive
moments

1 2.5% A06

Predict Bugs 1 2.5% A34

Figure 8. Relation between physiological factors, biometrics and productivity improvements.
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“Simultaneous Measurement of Program,” 2018; Züger
and Fritz 2015). To analyse the emotions were related
sensors to all parts of the body as seen in Figure 8, how-
ever, most studies used measurements obtained by the
skin, heart, brain and eyes (Müller 2016; Müller and
Fritz 2015; Ostberg et al. 2017; Wrobel 2018; Züger
and Fritz 2015). While cognitive load was related to
code understanding and difficulty (Fritz et al. 2014;
Fritz and Muller 2016; Müller and Fritz 2016; Nakagawa
et al. 2014; Siegmund et al. 2017), emotions and circa-
dian rhythm were related to interruption, focus and
planning of developmental activities (Fritz and Muller
2016; Kaklauskas et al. 2011; Meyer et al. 2017; Müller
2016; Züger et al. 2018).

This result suggests that most of the research in the
area focuses on the understanding of code and difficulty
of tasks, associated with the biometric data obtained by
the brain and eyes, that assess the individual’s cognitive
load. The analysis of emotions during development
activities is also research objective, but with less intensity.
In the other physiological aspects and processes of pro-
ductivity improvement research is still scarce.

The SQ1 presents two interesting aspects regarding
the place and year of publication. Through Figure 5 it
is possible to identify that from 2014 there was a signifi-
cant advance in the number of articles published in the
area. It is attributed that this increase is related to the
increase of the processing capacity of the computers, lar-
ger number of wearable equipments and improvements
in the artificial intelligence techniques. All these aspects
are related to the topics covered by articles. This statisti-
cal question also points out that most articles are pub-
lished at conferences. Conferences are preferred by
computer science authors for the following reasons: (1)
Conferences feature greater status, visibility, and impact;
(2) Conferences have stricter selection criteria than most
journals; (3) Conferences have a shorter time to publish
than most journals. In certain journals, a publication
may take years to be published and (4) Conferences
have a higher novelty factor than journals.

Challenges for future research. From the analysis of
these articles it is possible to identify future works and
further challenges. The following study suggestions are
presented below:

(1) Use of sentiment and emotions: Emotions are sen-
timents that affect the performance of our daily activities.
The detection of emotions through the biometric data
collected by different sensors presented in the primary
studies of this article could allow the developers to per-
form their tasks in a more assertive way. Ostberg (A22)
(Ostberg et al. 2017) proposes the use of methods and
tools that alleviate the stress of the developer and with
that increase his/her effectiveness in the work and

performance in the execution of tasks. Wrobel (A13)
(Wrobel 2013) conducted a survey to identify which
emotions the developer felt during the work day. In
this article, the author has identified the transformation
of a positive emotional state into a negative state, which
may negatively impact the outcome of the work per-
formed. The author reports that the possibility of identi-
fying a transformation of emotional state before it occurs
and from this to provide means to avoid its transform-
ation could improve the result of the activities
performed.

Future research may use biometric data to identify
emotions in order to predict negative emotions before
they occur, promoting support to the developer to
avoid them. Emotion detection can also be used by
task recommendation systems to suggest tasks to devel-
oper perform according to his/her mental state to mini-
mise failures during it execution.

(2) Detection of quality concerns based on cognitive
indicators: Researches in Software Engineering indicate
that cognitive processes can be used to detect quality
concerns about source code. Fritz (A01) (Fritz et al.
2014) proposed a technique to identify when a developer
was experiencing difficulty in his work, stopping his
execution, before he could introduce a bug in the code.
Fritz used in his technique biometric data collected by
an eye-track, an electrodermal activity sensor and an
electroencephalography sensor. The collected data were
processed through a classifier to predict the difficulty
of the tasks. Crk (A17) (Crk, Kluthe, and Stefik 2015)
proposes a direct way to measure a developer’s expertise
by analysing the brain’s electrical activity with the use of
electroencephalography (EEG). The author classifies the
expertise by analysing the programming comprehension,
assigning classes of levels to carry out the classification.
Parallel to studies that relate cognitive load to code com-
prehension and difficulty performing a task, Meyer
(A06) (Meyer et al. 2017) conducted a survey to identify
the activities that developers do during the day. From
this research, the author was able to identify the activities
performed by the developer during his/her work day.

Future research could identify the activities that one
or several developers have and through the identification
of their expertise regarding the tasks that need to be per-
formed, recommending the tasks collaboratively aiming
the quality concern.

(3) A quality model for biometric data records: Soft-
ware Engineering has many quality models proposed
in the last decade (Farias 2010; Farias et al. 2014); how-
ever, these models focus on software modelling in gen-
eral (Lange 2007) and not on biometric data recording
processes. A quality model for biometric data records
designed to connect biometric data with quality
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attributes is still lacking. The existence of a quality model
that provides attributes that allow defining a process of
acquisition of biometric data for the developers cognitive
load can allow the researchers to focus their efforts in
researches that evaluate the impact of the cognitive
load in the development process as the influence of the
working memory and language processing during devel-
opment (A34) (Duraes et al. 2016), or the recommen-
dation of task based on the difficulty rather than
directing efforts to the process of collecting and extract-
ing data.

Future research should answer questions as: (1)
What attributes should the quality model aggregate
to record biometric data to assist the developer in
their activities? (2) Can only one quality model be
used for all types of biometric data records in exper-
iments in software engineering? (3) Or should specific
models be proposed?

7. Threats to validity

This section discusses measures adopted to reduce
threats to the validity of our results. Some aspects
can threaten the validity of this study, including the
validity of the construct, internal validity, and the val-
idity of the statistical conclusions. In part, these threats
are due to decisions made during the process of
identification and review of the literature. For example,
defining a search string in databases that does not
result in relevant papers to the area, or the lack of
adoption of criteria to select articles that bring greater
contributions to the research. In this sense, we have
analysed some threats related to internal, construct
and conclusion validity.

Internal Validity. The major threat was the
difficulty in establishing a relationship between the
daily activities performed by the developers and the
biometric data and psycho-physiological aspects that
influence these activities. This threat was characterised
by the lack of detail of the activities performed by
developers, on the selected articles. To reduce this
threat, the articles were thoroughly filtered by the
inclusion and exclusion criteria presented in Section
3.3 and reviewed in detail by the authors of this
research.

Construct validity. Incorrect classification and exclu-
sion of relevant articles are imminent threats in the lit-
erature review. We try to minimise this problem by
establishing a review protocol, with well-defined and
auditable inclusion/exclusion criteria and also following
the framework proposed by Ali and Usman (2018). As
presented by Ali the number of systematic literature
reviews in Software Engineering has increased. The

reliability of these reviews depends on the rigour applied
during the search strategy process. The lack of rigour
during this process causes discrepancy in the primary
studies included in the review. This discrepancy pro-
motes revisions based on the same subject but performed
by independent researchers result in different primary
studies. Table 16 presents the check-list proposed by
Ali highlighting which of the items are followed by this
systematic mapping.

Conclusion validity. This threat is related to problems
that may affect the reliability of our findings. In this con-
text, the selected articles can be influenced by personal
interests with the results of the study. In order to avoid
this situation, the authors applied inclusion and exclu-
sion criteria during the filtering process of the articles
and took care to monitor any personal influence that
could negatively impact the results. In addition to this
threat, another threat to be considered is the article
classification. In this case, a search string with the
main synonyms of each search term was elaborated
and whenever conflicting or doubtful classifications
were found, the authors made a collaborative evaluation
to find a consensus. Finally, all conclusions were made
after the results were collected, avoiding any possibility
of error (Wohlin et al. 2012).

External validity. He reflects on the validity of
results obtained in other contexts. In practical terms,
we should be concerned with understanding to what
extent the findings of this study can be generalised
to other realities or study configurations. Could some
questions in this regard arise such as if other electronic
databases, different search strings, and exclusion and
inclusion criteria had been used would the same
findings be produced? In this sense, we analysed
whether our sample of studies could be changed sig-
nificantly if, for example, search engines were changed.
As we use 12 electronic databases, we believe that our
sample would not be significantly altered as we take
into account the main ones.

In addition, we could use the theory of proximal simi-
larity (proposed by Campbell and Russo 1999) to draw
the degree of generalisation of our results. Basically, the
focal point is to define criteria that can be used for simi-
lar situations or configurations in which the found
findings would be the same or even similar. Some criteria
are shown as follows. First, the authors might make use
of other electronic databases for retrieving potentially-
relevant articles. Second, the biometrics data should be
used as a resource to improve software engineering prac-
tices, including source code comprehension. Next, the
search string should be similar to one used in our
study, where changes in terms by using other synonyms
would be allowed. Given that these changes may happen
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in other studies, our findings may be generalised or
accepted, at some point, to other contexts that are
more similar to these requirements.

8. Related work

The use of biometric data to improve software engineer-
ing practices has increased and gained prominence in
recent years. Academia recognises this importance,
according to literature review studies that deal with
this subject, such as Bateson et al. (2017), Cutmore and
James (2007), Sharafi, Soh, and Guéhéneuc (2015),
Blasco et al. (2016), Gui et al. (2019) and Bablani et al.
(2019). Table 17 summarises the main features of these
related works (RWs). These features were chosen
because they are narrowly related to our research ques-
tions (described in Section 3.1).

RW1 (Bateson et al. 2017) presents a Categorization
of Mobile EEG (CoME), based on the device mobility
score due to the ambiguity of the mobility concept
provided by the EEG devices. The categorisation assigns
a score based on the mobility of the device in relation to
the use off-body, assembly without additional

equipment, mobility of the participant, movement
restrictions, system specifications and number of
channels. Twenty-nine studies were used to validate
this categorisation. The result presented allows the com-
parison of EEG mobility in a standardised way between
studies.

RW2 (Cutmore and James 2007) explored a review
focusing on the technology used in the sensors currently
used by psycho-physiologists for the collection of signals
that inform us about cognitive processes, mental states
and behavioural patterns. The review covered the classes
of sensors: electric, magnetic, electrochemical, mechan-
ical, thermal and optical. By evaluating how biometric
data can be collected, this review helps to decide which
sensor to use and facilitates the development of new
sensors.

RW3 (Sharafi, Soh, and Guéhéneuc 2015) introduced
a review of literature researching studies that use eye-
track in Software Engineering. The review investigated
studies in the period 1990 to the end of 2014 and ident-
ified 36 publications distributed in nine articles, two
workshop papers and 25 conference articles. The review
identified limitations of current technology that may be a

Table 16. SLR validity check-list (adapated from Ali and Usman 2018).

Step Reporting guideline
Guideline
applied?

Choosing search
strategy

[R1] Describe the search strategy Yes

Report the reason(s) for selecting a strategy e.g. is completeness critical for your topic of investigation. No
Identifying known-set [R3] Describe which of the approaches were used to identify a known-set of papers. Yes

[R4] In case manual-search was used for creating a ‘known-set’ document which journals and conference proceedings
were considered for the search.

Do not apply

[R5] Document the papers in the known-set. Yes
[R6] Document the reason(s) for choosing the source (s) of the known-set. Yes

Search string
construction

[R7] Document the keywords, alternative terms, spellings and synonyms. Yes

[R8] Document the sources and rationale for choosing and dropping keywords. In parts
[R9] Document the general search string. Yes
[R10] Document refinements (and the reasons for them) in the general search string based on trials. In parts
[R11] Document the time frame for literature covered in the search. Yes
[R12] Document the rationale for the selected time span. Yes
[R13] Document whether the search was done in the title, metadata or full-text. Yes
[R14] Document the reason for searching in title, metadata and or full-text. No
[R15] Document the level of recall and precision that were achieved with the final search string. No
[R16] Document why this level of precision/recall was considered acceptable. In particular, with recall less than 100%
reflect on why the search string is good enough as is.

No

Source selection [R17] Document the databases used for the search. Yes
[R18] Document the reasons why the selected databases are appropriate, and ensure coverage of the topic of
interest.

Yes

[R19] In case of using manual-search to supplement the search, report the names and years of the venues searched. Do not apply
[R20] Document the attempts to reduce publication bias. No
[R21] Document the gray literature considered for the study. No
[R22] Report the experts who were consulted for their unpublished work and what material was identified in this
manner.

Do not apply

Protocol validation [R23] Document if the protocol was independently validated and by whom. No
[R24] Document the suggestions made by the reviewer regarding the search strategy, and the actions that are taken
to address these suggestions in the search protocol.

Yes

Conducting search [R25] Document the database specific search strings. Yes
[R26] Document any additional filters used and the reasons for using them. No
[R27] Document any deviations in the database specific string from the general search string and the reasons for the
change.

Yes

[R28] Document the database specific number of search hits. Yes
[R29] Document the database specific search results. Yes
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Table 17. Summarisation of related works.

ID Title & Reference
Research
method

Number
of studies

Search
protocol Domain Goal(s) Period Question/Dimensions addressed

RW01 Categorization of Mobile EEG: A
researcher’s Perspective (Bateson
et al. 2017)

Literature
Review

29 Yes EEG data capture Categorize Mobile or ambulatory EEG devices Until
2017

A development of a scheme to classify EEG
Devices, Discussions of results and
shortcomings on the scheme for classification

RW02 Sensors and sensor systems for
psychophysiological monitoring:
A review of current trends
(Cutmore and James 2007)

Literature
Review

Does not
Specify

No Psychophysiological
Monitoring

Review Psychophysiological sensors technology
to help the choices for acquiring signals about
cognitive processes

Until
2007

An analysis of sensor classes: electric, magnetic,
electrochemical, mechanical, thermal, and
optical.

RW03 A systematic literature review on
the usage of eye-tracking in
software engineering (Sharafi,
Soh, and Guéhéneuc 2015)

Literature
Review

36 Yes Eye Tracking in
Software Engineering

Evaluates the current state of the art of using
eye-trackers in software engineering and
provides evidence on the uses and
contributions of eye-trackers to empirical
studies in software engineering.

1990 to
2014

Eye-tracking measures, method for data-
analysis, limitations and applications of eye-
trackers in Software Engineering

RW04 A Survey of Wearable Biometric
Recognition Systems (Blasco et al.
2016)

Survey Does not
Specify

No Biometric Recognition Explore specific issues that resides on wearable
biometric recognition systems

Until
2016

Categorization of wearable sensors, technique
for processing raw signals, machine learning
techniques, and discussion of issues such as
the biosignal quality, and lack of public
datasets.

RW05 A Survey on Brain Biometrics (Gui
et al. 2019)

Literature
Review

Does not
Specify

No Brain Biometrics in
Recognize Systems

Performs a detailed analysis of all factors
necessary for the use of biometric brain data
for authentication systems

2007 to
2017

Review of devices and methods for the
acquisition of biometric data, review of public
databases for studies, techniques for
processing biometric data for applications, use
of machine learning for applications that use
biometric data, multimodal biometric data
systems for recognition and security issues

RW06 Survey on Brain-Computer Interface:
An Emerging Computational
Intelligence Paradigm (Bablani
et al. 2019)

Survey Does not
Specify

No Brain data capture Contextualize the anatomy and functioning of
the brain, BCI systems and techniques that
could be used for brain data

Until
2018

Brain regions, modes of signal, types of signal,
feature extractions methods, classification
algorithms used in developing BCI
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threat to the validity of the conducted studies. It also
identified the existence of different metrics based on
eye movements used in the studies. The study concludes
that even with limitations and threats, the use of eye-
track is an easy and non-invasive way to obtain biometric
data for Software Engineering.

RW4 (Blasco et al. 2016) defined a categorisation of
portable sensors to capture biometric signals. For this cat-
egorisation the computational cost of different biometric
signal processing techniques was analysed, which is an
important factor in restricted devices. The proposed cat-
egorisation also reviewed the structure of the proposed
biometric systems, configuration and results. Finally,
the study presents a critique regarding the evaluation
and viability of the sensors, as well as reflections and
directions that can be approached in future works.

RW5 (Gui et al. 2019) conducted a literature review
to evaluate studies on biometric systems based on
brain activity. Recently brain electrical activity has
been studied as a promising biometric approach
because of the unique advantages of confidentiality,
resistance to falsification, emotional and mental sensi-
tivity. The study reviews the process of acquiring, col-
lecting, processing and analysing brainwave signals, as
well as public databases and classifiers. The emerging
issues of the area such as multi-modality, safety, per-
manence and stability of the signal are also considered
by the author.

RW6 (Bablani et al. 2019) examined the techniques
used in brain-computer interfaces (BCI) such as electro-
corticography (ECoG), electroencephalography (EEG),
magnetoencephalography (MEG) and magnetic reson-
ance imaging (MRI). This examination was done
through a study on the techniques used for the data col-
lection and also the extraction of characteristics and
classification algorithms applied to this data. The result
of the study was a comparative analysis of existing tech-
niques and directions for future research.

Our analysis suggests that recent, extensive reviews
have been conducted on the use of biometric data to sup-
port software engineering practices. Our study differs
from themwhen introducing a support taxonomy to clas-
sify the use of biometric data in software development
tasks, conducting a longitudinal analysis on the use of bio-
metric data, sensors and psycho-physiological factors in
software development practices, and outlining interesting
discussions and challenges for future research.

9. Conclusion and future work

This article reported an SMS on the use of biometrics to
support the daily activities of developers. We carried out
a careful literature review using 12 widely used

electronic databases. In total, 40 primary articles were
selected after a careful filtering process applied to a
sample of 3,023 potentially relevant studies. Our initial
motivation was the lack of a comprehensive overview
and understanding of past results in the field of bio-
metrics hampers surveys concerning research gaps,
challenges, and trends. Academia and industry may
benefit from our findings when starting a new research,
adopting a methodology to run a study considering a
broader software engineering topic than was considered
in an initial similar study, elaborating techniques aware
of the emotional state of software developers, and
choosing reusable research schemes, like the presented
proposed SMS planning.

There are several future works that could be per-
formed in the context of this systematic mapping. The
main ones would be: (1) to consider new search engines
to try to find new studies, allowing to create a larger map
by taking into account possibly more studies; (2) define
new research questions to increase the scope of the
analysis; (3) outline new challenges that could be
explored by the scientific community; and (4) seek
more related work, which can be compared with ours
through comparative criteria.

Finally, we also expect that the discussions pointed
out here can motivate researchers to explore biometrics
applied to software engineering further. This work can
be considered an initial step on improving surveys on
the use of biometric data records to improve software
engineering practices.
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